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Quality Assessment of Crowdsourced Social Media Data for 
Urban Flood Management 

 

Abstract 
Urban flooding can cause widespread devastation in terms of loss of life and damage 

to property. As such, monitoring urban flood evolution is crucial in identifying the most 

affected areas, where emergency response resources should be directed. Flood 

monitoring through airborne or satellite remote sensing is often limited due to weather 

conditions and urban topography. In contrast, crowdsourced data is not affected by 

weather or topography, and they hence offer great potential for urban flood monitoring 

through real-time information shared by individuals. Despite the benefits, there is no 

guarantee of quality associated with crowdsourced data, which hampers its usability. In 

this paper, we present and evaluate two different approaches (binary logistic regression 

and fuzzy logic) to assess the quality of crowdsourced social media data retrieved from 

the public Twitter archive. Input variables were constructed based on Twitter metadata 

and spatiotemporal analysis. Both models were trained and tested using actual flood-

related information Tweeted during three consecutive years of flooding in Phetchaburi 

City, Thailand (2016 to 2018), and produced good results. The fuzzy logic approach is 

shown to perform better, however its implementation involves significantly more 

subjectivity. The ability to assess data quality enables the uncertainty associated with 

crowdsourced social media data to be estimated, which allows this type of data to 

supplement conventional observations, and hence improve flood management 

activities. 

Keywords: Crowdsourcing, social media, data quality, logistic regression, fuzzy logic 

1. Introduction 
Floods are the most common natural hazard that occur globally, and severe floods 

can cause significant casualties, property damage and economic losses. Approximately, 

19% of the world population (1.47 billion people) are directly exposed to substantial 

risks from 1-in-100 year flood events, and the majority of flood exposed people are 

located in South and East Asia (Rentschler & Salhab, 2020). During a flood event, 

observations play an important role in locating and monitoring inundated areas where 

emergency resources should be deployed. Typically, in-situ measurements are used to 

monitor flood dynamics, however the scarcity of data in both spatial and temporal 

domains is a major problem for these traditional data types (Mazzoleni, 2016). 

Understanding the dynamics of the flood wave as it moves through any exposed area 

(urban or rural) can help to manage the impacts during a flood (i.e. through allocating 

first responders) as well as assist learning for future hazards. Over the past two decades, 
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remote sensing has been increasingly recognised as a potential source of data that can 

be exploited for flood monitoring and modelling (Bates, 2012), by picking up spatial 

and temporal information. Nonetheless, during a flood, only limited numbers of 

medium-high resolution satellite images are typically available to capture the necessary 

data. Thus, remote sensing products are subjected to a trade-off between spatial and 

temporal resolutions and other uncertainties, such as cloud cover in optical remote 

sensing and speckle noise in radar images (Pulvirenti et al., 2011; Schumann and 

Moller, 2015). 

Recent rapid technological improvements mean that smartphones with embedded 

low-cost sensor and Assisted Global Positioning System (A-GPS) are affordable in 

most parts of the world (WMO, 2017). Together with social media platforms, 

information is seamlessly spread online in near real time. These improvements offer a 

new approach to data collection, commonly referred to as crowdsourcing (Zheng et al., 

2018). Combining crowdsourcing with social media platforms, high resolution spatial 

and temporal information can be achieved through individual contributions, which offer 

information not currently available from traditional observations. Examples of 

successful case studies using crowdsourced social media during natural disasters 

include the 2016 Jakarta floods (Ogie et al., 2019), the 2014 Oxford floods (Rosser et 

al., 2017), the 2013 Colorado floods (Dashti et al., 2014) and the 2011 Thailand floods 

(Kongthon et al., 2012). 

Despite the benefits, crowdsourced data suffer from data quality issues (Goodchild 

& Li, 2012; See, 2019; Zheng et al., 2018), and uncertainty regarding the quality of data 

is often cited as a major obstacle to the more widespread use of crowdsourced data (Bott 

& Young, 2012). Therefore, assessing the quality of crowdsourced data is a clear 

challenge that can significantly improve their usefulness. To this end, the aim of the 

work presented in this paper was to develop models to assess the quality of 

crowdsourced social media data for flood management applications.  

2. Related Work 
Over the past decade, a number of studies have been undertaken to investigate the utility 

of crowdsourced social media data for various types of natural disasters. Ostermann & 

Spinsanti (2012) reported a successful case study on the early detection of forest fires in 

Europe by analysing social media content. The authors proposed a scoring function to filter 

relevant information and performed spatiotemporal clustering to detect potential areas of 

forest fire. Similarly, Aulov et al. (2014) developed a platform for the collection and analysis 

of social media data, called AsonMaps, designed to assist emergency responders by 

monitoring heterogeneous social media for content related to natural disasters. AsonMaps 

was tested against the 2012 Hurricane Sandy using social media data from Twitter and 

Instagram. More recently, Smith et al. (2017) proposed a framework capable of monitoring 
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and detecting a storm event and rainfall from real-time Twitter data. Information extracted 

from Tweet messages was integrated with a hydrodynamic model based on semantic term 

and identified location to identify flood-affected areas.  

While crowdsourced data presents great potential for data collection, quality is a major 

concern, as there is no “inbuilt” quality assurance in crowdsourced data (Goodchild and 

Glennon, 2010). Therefore, there is a clear need for methods to assess the quality of 

crowdsourced data. In general, there are two approaches to assess data quality. The first 

approach refers to quality-as-accuracy (Hung et al, 2016), where crowdsourced data is 

compared to authoritative data (Haklay, 2010), which assumed to represent the truth. 

However, this approach requires access to authoritative data, which may not be possible due 

to limited data availability and licensing restrictions (Antoniou and Skopeliti, 2015; 

Fogliaroni et al., 2018). The second approach refers to quality-as-creditability (Hung et al, 

2016), where data quality is assessed based on the crowdsourced data itself (Fogliaroni et 

al., 2018), hence removing the need for authoritative data. This approach is regarded as an 

indirect method, where a proxy measure of crowdsourced data quality is referred to as data 

credibility and trustworthiness (Fogliaroni et al., 2018; Spielman, 2014). 

A number of methodologies for creditability assessment have been developed to assess 

the quality of crowdsourced data. Goodchild & Li (2012) and Haklay et al. (2013) suggested 

the use of Linus’s Law, which refers to the ability of the crowd to converge on the truth, to 

validate and correct volunteered geographic information (VGI) and crowdsourced data. 

Additionally, trust and reputation of contributors have also been applied to indicate quality 

of VGI and crowdsourced data (Fogliaroni et al., 2018; Leal et al., 2017). Regarding flood 

applications, Hung et al. (2016) proposed a logistic regression model built on spatial pattern 

analysis to assess the creditability of VGI data collected during the 2011 and 2013 Brisbane 

floods. Rosser et al. (2017) also highlighted the use of probabilistic models by applying a 

Bayesian statistical model to estimate the likelihood of flood inundation using weights-of-

evidence analysis to combine crowdsourced social media data with a satellite image.  

This study aims to investigate and compare the performance of two methodologies, a 

logistic regression model and a fuzzy logic system (FLS), for assessing the creditability of 

Twitter data. Although regression analysis has been widely applied for quality assessment 

of crowdsourced data, only a limited number of studies have explored the potential of FLS 

to the same application. In addition, previous work in this field has typically focussed on 

higher level data collecting methods, such as VGI, where quality assurance can be 

established. Thus, the novelty of this work is the development of two different approaches 

to assess the quality of crowdsourced social media data using a real case study. The paper 

also contributes to ongoing discussions regarding the possibilities and challenges of 

exploiting crowdsourced social media data during disasters.  
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3. Study Area  
The city of Phetchaburi, Thailand was selected as the study area. Phetchaburi urban 

area is located along the Phetchaburi River, which originates from Tanaosri Mountain, 

with a combination of creeks and streams in the upper Phetchaburi sub-catchment 

(Panin, 2008). The river then joins with the Mae-Prachan tributary before running 

through the Phetchaburi urban area and flowing into the gulf of Thailand (Fig. 1 left). 

The wet monsoon typically runs from May to September, bringing precipitation 

throughout the catchment area, especially in the upstream area. In extreme cases, heavy 

rainfall in the upstream area generates a large amount of excess surface runoff, which 

causes severe flooding in the Phetchaburi urban area.  

The Phetchaburi urban area suffered from three consecutive years of fluvial flooding 

between 2016 and 2018. During these flood events, there was a significant increase in 

posting and sharing of flood-related content on social media, including large numbers of 

flood images. Fig. 1 (right) illustrates the spatial distribution of flood-related images 

Tweeted during the flood events. Apart from individuals, social media platforms, such as 

Facebook and Twitter, were also used by government agencies for communication and 

emergency aid distribution. 

 
Fig. 1 Location of the study area within Phetchaburi catchment, Thailand (left) and the spatial pattern 

of the flood-related images Tweeted during the flood events (2016-2018) (right). Data was overlaid on 
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Thailand national flood risk map (Digital Government Development Agency, 2020) and the ESRI 

online basemaps (Esri (Thailand), 2020). 

4. Methodology 

4.1 General modelling approach 
Demographically, the most popular social media platforms in Thailand are 

Facebook, Twitter and Instagram. However, among these platforms only Twitter allows 

public content to be searched and retrieved from its archive through the Application 

Programming Interfaces (APIs). Thus, in this work, Twitter was used as a source of 

crowdsourced social media data.  

To assess the quality of crowdsourced social media data, two types of classification 

methods were considered, namely logistic regression and fuzzy logic. Both methods 

have potential to be adopted to assess the quality of Twitter data, however they differ 

in their basic concept and implementation. Logistic regression relies on weights 

assigned to independent variables determined during training processes, while fuzzy 

logic systems construct a set of if-then rules formulated from prior knowledge or 

experience (Kayacan and Khanesar, 2016). In this study, both methods were developed 

and trained using crowdsourced social media data Tweeted during the flood events 

which occurred in 2016 and 2018 in Phetchaburi. The performance of both models was 

tested against an unseen dataset from a 2017 flood event. A schematic diagram of the 

research methodology is illustrated in Fig. 2. Although, the methodology is intended to 

be completely automated, manual intervention is unavoidable in some steps. 

The remainder of this Section is structured as follows. Section 4.2 introduces the 

data mining strategy applied to extract relevant content from Twitter, whilst Section 4.3 

describes how the geolocation of Twitter data is determined. In section 4.4, the 

procedure developed to assign quality labels for each Tweet is explained, and the 

development of the logistic regression and fuzzy logic approaches are described in 

Sections 4.5 and 4.6, respectively. 

 

Fig. 2 Overall research methodology. 
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4.2 Social media data mining and analysis 
The Twitter API platform allows all public posts to be recovered based on applied 

filters (keywords, hashtags, specified date, locations, languages, etc.). Two categories 

of query keywords were applied to search for flood related Tweets. The first category 

was flood related keywords, such as floods, overflow and inundation, while the second 

category was location related keywords, designed to match Tweets relevant to the study 

area. Although Tweets with geolocation data were preferred, most users disable this 

option due to privacy reasons, thus location related keywords were introduced to filter 

relevant spatial information.  

To automatically specify location keywords, names and their associated locations 

were pulled from two map databases and applied as location keywords. The two map 

databases used in this study were OpenStreetMap (OSM) and local Geographic 

Information Systems (GIS) data provided by the Phetchaburi municipality. For OSM, 

all values from 5 keys (amenity, tourism, leisure, highway and railway) were exported 

from the study area. For the local GIS database, all feature names in the Thai language 

were exported. In total, 434 and 385 names and associated locations were pulled from 

the OSM and local GIS databases, respectively. The names were applied as location 

keywords, while the feature types and locations were used to identify Tweet geolocation 

in the next step. 

To account for typing errors, wildcards (an asterisk “*” and a question mark “?”) 

were applied to maximise search results. In addition to the keywords, query operators 

(“-is:retweet”, “has:images” and “has:links”) were also applied to retrieve original 

Tweets that contain embedded images or links. This was to filter out false positive or 

irrelevant information from plain text Tweets.  

In total, 3,286 original Tweets with embedded images were retrieved from 676 

Twitter accounts during the flood events from 2016 to 2018 (See Table A.1 in 

Appendix A for results retrieved from Twitter by flood events). As would be expected, 

time series analysis shows that the number of Tweets per day corresponded with 

observed water levels during the flood peak period. Fig. 3 shows time series of daily 

Tweet frequency and water level observed at the centre of Phetchaburi city during the 

2016 flood event (See Fig. A.1 in Appendix A for time-series analysis of the 2017 and 

2018 flood events). 
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process, 2,792 Tweets (85%) were excluded from the dataset, while the remaining 494 

(15%) Tweets were further analysed for image geolocations. By matching Tweet text 

with the names extracted from the map databases, the procedure was able to 

automatically identify 308 Tweet geolocations. The remaining 186 Tweets were 

manually geolocated using Google Street View. 

   

 

 

 

Phetchaburi Police Station Kiri-Ratthaya Road 
Phetchaburi Vocational 

Education College 
Feature type: Point Feature type: Long Polyline Feature type: Large Polygon 

Fig. 4 Examples of Tweet images classified in each feature type.  

(Basemap data: ©OpenStreetMap contributors). 

4.4 Labelling data quality classes 
To train and test the model, the 494 flood relevant Tweets needed to be labelled with 

associated quality classes. In this study, we defined two quality labels, namely high-

quality and low-quality. Based on available information, the following steps were 

followed for data labelling; 

1. Tweet geolocations were overlayed on the flood extent derived from satellite 

data. If Tweet location was located in the flood extent, a high-quality label was 

assigned. For this study, Landsat-8 was able to acquire a flood image over the 

Phetchaburi city with only 25% land cloud cover during the 2017 flood event. 

Although, satellite images were also available during the 2016 and 2018 flood 

events, most of the study area was covered with clouds (> 90%). Thus, 

additional flood evidence was required for labelling the Tweets collected from 

the 2016 and 2018 flood events. 

2. Apart from satellite observations, authoritative flood reports were also used to 

label the quality of flood-related Tweets. Location keywords found in Tweet 

text were checked with a list of flood affected areas reported in authoritative 

Phetchaburi 
Police station 
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data. If the Tweet text contained location keywords listed in the authoritative 

reports, a high-quality label was assigned. The authoritative data used in the 

study was daily disaster reports published by the Department of Disaster 

Prevention and Mitigation (DDPM) of Thailand. The reports contain lists and 

descriptions of flood affected areas such as village and road names. 

3. Although use of Landsat-8 data and authoritative reports were able to assign 

quality labels for the majority of Tweets (368 of 494), a further step was 

required to assign Tweets that exhibited clear evidence of flooding and 

location but were not identified using the first two steps. Thus, the remaining 

126 Tweet data were assessed manually and assigned quality labels based on 

evidence in the Tweet images. If the Tweet contained flood images and its 

geolocation could be verified using Google Street View, the Tweet was 

labelled as high-quality. The remaining Tweets, that failed to be verified using 

one of the above three steps, were labelled as low-quality. 

Following the labelling process, 440 (89.1%) of the 494 flood relevant Tweets were 

labelled as high-quality, while 54 Tweets (10.1%) were labelled as low-quality. It is 

also worth mentioning that, although some Tweets classified as low-quality may have 

actual contained flood information, there was not enough evidence that the tweet 

location was correct. In this study, the 2016 and 2018 flood dataset were applied as 

training dataset, while model accuracies were tested using the 2017 flood dataset. 

4.4.1 Flood extent extraction from Landsat 8 
This section briefly explains how the flood extent was extract from a Landsat-8 

image. The Operational Land Imager (OLI) is an instrument onboard the Landsat 8 

satellite which provides 9 spectral bands, including a panchromatic band with 16-days 

temporal resolution (USGS, 2017). For the 2017 flood event, surface water extent was 

extracted from a Landsat-8 image, which passed over Phetchaburi city (path 129, row 

51) on the 25th November 2017. The image was collected from the United States 

Geological Survey (USGS) EarthExplorer data portal (https://earthexplorer.usgs.gov/). 

The image is a Level-1 precision and terrain corrected product (L1TP). The Semi-

Automatic Classification Plugin (SCP) for QGIS (Congedo, 2016) was adopted to pre-

process the Landsat 8 Level-1 data by converting the Digital Numbers (DNs) into Top 

Of Atmosphere (TOA) reflectance. Furthermore, the panchromatic sharpening 

technique was also applied to improve image visualisation by merging high-resolution 

detail from panchromatic image (band 8) with lower resolution multispectral image to 

create pan-sharpened imagery. Additional pre-processes involved band stacking and re-

projecting the image to WGS84/UTM zone 47N. 

A straightforward and effective approach to extract flood extent is to apply water 

indices to distinguish water and non-water areas. To date, many water indices have been 
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(a)                                                                          (b) 

 
(c) 

Fig. 5 (a) True colour composite (RGB = 432) (b) False colour composite (RGB = 

643) and (c) Modified NDWI of Landsat-8 image over the study area. 








































