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ABSTRACT Electrochemical capacitors (ECs) have only recently been considered as an alternative power source for telemetry sensors of drilling equipment for geothermal or oil and gas exploration. The lifecycle analysis and modelling of ECs is underrepresented in literature in comparison to other storage devices e.g. Li-ion batteries. This paper investigates the degradation of ECs when cycled outside the manufacturer-specified operating temperature envelope and proposes a machine learning-based approach for modelling the degradation. Experimental results show that end of life, defined as a 30% decrease in capacitance, occurs at 1,000 cycles when the environmental temperature exceeds the maximum operating temperature by 30%. The life-cycle test data is then used as an input to a Gaussian process regression (GPR) algorithm to predict the capacitance fade trend. The GPR is validated on a total of nine commercial cells from two different manufacturers, achieving an average root mean squared percent error of less than 2% and a mean calibration score of 93% when referenced to a 95% confidence interval. The model can be utilized to determine the EC degradation rate at a range of operating temperature values.

INDEX TERMS Machine learning, energy storage, electrochemical capacitors, supercapacitors, data analysis.

I. INTRODUCTION Energy storage technologies represent an approximately $59 billion market that is projected to grow by $546 billion in annual revenue by 2035 [1]. Global decarbonisation of energy and transport infrastructure—utilising intermittent renewable energy generation—is driving significant growth in demand for more reliable energy storage devices [2], [3]. In parallel to this, there are also increasing demands on energy storage performance within traditional markets, such as consumer electronics, in which power density and lifetime are key metrics to product value [4]. Energy storage technologies are critical in achieving the decarbonisation goals set in line with the Paris Agreement’s 2050 agenda [5]. This requires raising the renewable energy share of the world’s primary energy supply by a total of 40% from 15% in 2017 to 65% by 2050 [6]. While the global health crisis and oil price slump may suppress emissions in 2020, a rebound would restore the long-term trend [7]. In the context of energy storage, in this paper we focus on electrical energy storage, and more specifically on electrochemical capacitors (ECs). In comparison to a battery, ECs, also known as supercapacitor, ultracapacitor, or electrochemical double-layer capacitor, can withstand high discharge-charge currents and thus are suitable for withstand peak power demands. An EC’s long cycle life when operated in a high-temperature environment makes it ideal for applications such as oil and gas drilling [8] and space exploration [9], [10].

Within such high-value and safety-critical applications, it is vital to understand the effect of temperature on an
EC’s cycle life expectancy. Therefore, in this work we focus on energy storage devices operated at temperatures of up to 200°C, specifically the operation of EC onboard downhole drilling equipment for geothermal or oil and gas exploration. Downhole tools are complex electromechanical systems that perform critical functions in drilling operations [11] and are capable of withstanding extreme temperatures, shocks, and vibrations.

An EC’s loss of cycling ability with ageing is attributed to a fade in capacitance and an increase in equivalent series resistance (ESR). The two predominant factors that cause ageing are an increased end of charge voltage [12] and temperature [13]. Ishimoto et al. [12] investigated degradation by increasing operating voltage. The work concluded that the main failure modes are undesired faradaic processes that lead to capacitance fade. At high-temperature operation, the predominant failure mode was reported as electrolyte vaporization. When operated at high temperatures, an aqueous-based electrolyte can suffer from water decomposition (oxygen/hydrogen evolution), causing pressure buildup within the cell and ultimately leading to catastrophic failure, rupturing the capacitor cell [13], [14]. EC degradation trend is a complex interplay between operating condition effect (charge/discharge current), environmental temperature effects and EC material composition [15], [16], thus, predicting EC degradation, particularly when operated at high temperatures remains challenging.

Several efforts have been made to model capacitor degradation under both temperature and voltage conditions [12], [14], [17]–[19]; however, most rely on simplified exponential models that do not translate well from one manufacturer to another. Given the variability in manufactured components and application-specific direct and indirect loading, this is a limiting factor in the applicability of the current state-of-the-art models.

Machine learning has emerged as a robust method capable of accurate data analysis and generalisation outside the training population [11]. Some machine learning models can be overtuned to specific data sets, resulting in their optimal performance only occurring on constrained data sets [20]. Machine learning has seen limited application in EC degradation prediction, with most work concentrated on predicting remaining useful life [21]–[23]. Lithium-ion batteries, on the other hand, have seen extensive research in degradation prediction via machine learning modelling and therefore some of the methods proposed [24]–[27] can also be employed for EC degradation. In particular, the work of Richardson et al. [24] used a Gaussian process regression algorithm to forecast capacity degradation as a function of time. The authors in [24] use a GPR model with compound kernel functions in combination with a battery degradation, exponential-based parametric model and predict both short-term and long-term degradation trends. Despite the method achieving good accuracy, the method is validated on a single temperature profile rarely encountered in practice. The work of Liu et al. [25] combines a recurrent neural network with a GPR to predict the remaining useful life of the cell. The method first decomposes the battery capacity degradation curve using the empirical mode decomposition (EMD) and then feeds the decomposed signal to both the LSTM submodel to capture the long-term dependence, and the GPR submodel to generate the uncertainty of each prediction result. One shortcoming of the work, however, is the limited cycle data available that does not include prediction past the knee-point, a problem often encountered in real-life applications [28].

In this work, we deploy a machine learning algorithm to predict degradation trends for electrochemical double-layer capacitors beyond the knee-point onset when cycled at high temperature in an oil and gas drilling environment. Operation at high temperature accelerates EC degradation as shown in [17], we therefore investigate the worst-case scenario for the mentioned application. This paper considers samples from two manufacturers with different ratings, as opposed to previous methods [18], [19], which concentrate on a single manufacturer. We use capacitance rather than ESR as a proxy for degradation. The choice of capacitance as a state of health indicator is motivated by capacitor cells reaching the end of life (EoL) criteria—measured as a 30% decrease in capacitance—first, as opposed to ESR-based criteria of a 100% increase in resistance [17]. The modelling stage employs a Gaussian process algorithm that is fitted on two covariates (temperature and end of charge voltage) as well as two measurands (nominal capacitance value and cycle number) to predict the capacitance degradation as a function of cycle number. The GPR is selected due to its non-parametric Bayesian formulation and ability of reasoning under uncertainty quantified through the estimation of standard deviation associated with each prediction. The algorithm is trained on five samples and validated on the remaining four samples, showcasing the model’s ability to generalise irrespective of rated capacity and manufacturer. In comparison to previous papers in EC modelling, [18]–[23], which include mathematical and material models with limited assessments of prediction uncertainty, we quantify uncertainty in the prediction via confidence intervals (CIs). Uncertainty in the prediction is then assessed based on the calibration score calculated at a 95% CI, $CS_{2\sigma}$. Based on its $CS_{2\sigma}$ score, the model is then recalibrated using kernel ridge regression [29] for a more robust uncertainty estimation. The contribution of this work includes: (1) a single machine learning model capable of predicting EC degradation trend irrespective of operational temperature, (2) elimination of the need for pre-determined parametric EC degradation model by simply using temperature, nominal capacitance and end-of-discharge voltage as inputs (3) model generalisation on different EC designs, (4) model ability of quantifying uncertainty in its prediction and (5) model recalibration for robust uncertainty estimation.

The paper is organised as follows. Section II - Electrochemical capacitor overview outlines the configuration of the EC structure, discusses sample materials analysis, and summarises manufacturer-supplied information.
Section III - Experimental design provides a detailed description of the experimental procedure, subsequently summarising the accelerated life-cycle test results. Section IV - Degradation modelling introduces the EC degradation as a machine learning regression problem and provides the mathematical framework of the Gaussian process algorithm. The section concludes with kernel choice, hyperparameter tuning strategies, and recalibration strategies. Section V - Results discusses algorithm input, accuracy metrics, and model calibration assessment metrics. The section concludes with an assessment of the model on test data from both an accuracy and an uncertainty point of view. Section VI - Discussions provides a perspective on the practical application of the method. The paper concludes with the primary findings and possible future work in Section VII – Conclusion.

II. ELECTROCHEMICAL CAPACITOR OVERVIEW

The double-layer EC is typically made out of two porous electrode structures, a conductive electrolyte and a separator, as illustrated in Figure 1. Despite the similar structure of the two analysed EC models, the type, composition, and concentration of the electrolyte is as important as the electrode materials, particularly for EC performance under high-temperature conditions [30]. The ECs used in this study include four samples manufactured by FastCap (model EE150-35) and five samples manufactured by LS Mtron (model LSUC 002R8S). Cyclic data for the LS Mtron samples has been imported from [17], and thus LS Mtron samples have not been tested for this work. Table 1 summarises manufacturer-indicated electrical properties and rated performance.

![FIGURE 1. Schematic illustration of a supercapacitor.](image)

Cell voltage is highly dependent on the electrolyte used [30], [31]. Therefore, given the ionic-based electrolyte, the FastCap EC has a maximum rated voltage of 1V. It can also be operated at a higher temperature, unlike the LS Mtron EC’s organic-based electrolyte [31]. The LS Mtron samples have been previously studied by Williard et al. [17] and therefore are not discussed in great detail here. In summary, the LS Mtron structure consists of two activated carbon electrodes, a cellulose separator, an aluminium current collector, and a quaternary salt solution as the electrolyte.

Each FastCap EC sample consists of two electrodes configured in a spirally wound double-layer fashion contained in a cylindrical cell—both made out of activated carbon, although traces of fluoride can be found in the electrode materials—an aluminium current collector, a polymer separator, and an ionic-based electrolyte. We hypothesize that the traces of fluoride in the electrode confirmed through energy-dispersive x-ray spectroscopy (EDX) analysis (see Figure 8) indicate that a fluoride-rich polymer chain has been used as the binding material.

III. EXPERIMENTAL DESIGN

A. ACCELERATED LIFE-CYCLE TESTING

The objective of the design of this experiment is to accelerate failure and investigate EC degradation at high-temperature values outside the manufacturer-defined operating envelope for EC used in onboard oil and gas drilling equipment. Note that data for LS Mtron is imported from [17]. Thus, we select five samples from the data available in [17] in order to eliminate cells cycled above the EC’s surge voltage rating of 3V, as mentioned in Table 1. By eliminating the effect of high-charge cutoff voltage, we only investigate temperature-driven degradation at 80° C and 95° C. The selected samples underwent a constant current-constant voltage (CC-CV) charge profile followed by constant current (CC) discharge. For a summary of the accelerated test stress matrix, refer to Table 2. For a full description of the testing carried out on the LS Mtron samples, refer to [17].

![TABLE 2. Accelerated lifecycle test matrix.](image)

Similar to the work in [17], the FastCap cells were cycled in a temperature-controlled chamber with a CC-CV charge profile followed by a CC discharge (see Figure 2). The current rate chosen for both charge and discharge is well below...
the maximum rated discharge current (refer to Table 1) to minimise its effect on degradation. The FastCap samples have been cycled at temperatures of 160° C and 200° C, respectively. Additionally, in comparison to the LS Mtron samples cycled in [17] where all samples go up to surge voltage, FastCap cells’ cutoff voltage does not exceed the rated voltage. We measure the survival time as number of cycles to EoL. The EoL criterion adopted here is a 30% decrease in capacitance.

Capacitance and equivalent series resistance (ESR) are measured periodically to monitor the degradation. Capacitance, \( C \), was computed by using the average of all instantaneous discharge capacitance measurements between 80% and 40% of the rated voltage. The instantaneous discharge capacitance was calculated at each time-step by:

\[
C_{\text{instantaneous}} = \frac{I(t)\, dt}{dV(t)}
\]

where \( dt \) is the change in time, \( I(t) \) is the instantaneous discharge current at time \( t \), and \( dV(t) \) is the change in discharge voltage at time \( t \). ESR is determined by the interception method described in [14] and [32]. In this method, the instantaneous drop in discharge voltage, \( V_1 \) and associated time \( t_1 \) are used as proxy to determine the constant slope of the discharge voltage curve with reference to the time at which the discharge began, with time and voltage denoted as \( t_0 \) and \( V_0 \). This method is illustrated in Figure 3 and explained in depth in [14], [32], whilst the equation used to determine the ESR is:

\[
ESR = \frac{C(V_0 - V_1) + I(t_1 - t_0)}{IC}
\]

where \( C \) is the capacitance and \( I \) the discharge current.

**B. ACCELERATED LIFE-CYCLE TESTING RESULTS**

We summarise capacitance value measured at the first charge-discharge cycle in Table 3 and cycle value for EoL, and we illustrate the percentage of capacitance fade as a function of cycle numbers at all stress levels for each sample in Figure 4. Note: we define one cycle as one full charge/discharge at constant current. A decrease in capacitance to less than 70% of value measured at first cycle is observed in under 1,000 cycles for both capacitor models, with the exception of the FastCap cells 1 and 2 cycled at 160° C, which falls to just under 95% at 1,800 cycles. This indicates that when operated close to the maximum manufacturer-recommended temperature envelope, the FastCap cell can withstand a relatively high number of cycles. The trend in capacitance value is generally nonmonotonic and does not always follow the traditional exponential curve, as indicated in literature [14], [17]. In particular, samples operating at more than 20° C above the manufacturer-specified temperature envelope (FastCap cells at 200° C and LS Mtron cells at 110° C and 125° C) have a high degradation rate with a sudden acceleration in degradation once the cell reaches approximately 90% of initial capacitance value. The sudden change in degradation rate is termed the “knee” point in capacitance fade. The occurrence of the “knee” point is only observed in FastCap Cells 3 and 4, as illustrated in Figure 4. This is a common occurrence in lithium-ion batteries [28]; however, it is an understudied topic in EC literature.

EoL occurs first by reaching the 30% decrease in capacitance criteria threshold as opposed to the 100% increase in resistance for every sample included in this work. Based on the results obtained, the nonmonotonic degradation trend dependent on temperature is thus challenging to model with traditional exponential models previously employed for lithium-ion battery degradation estimation [19], [33]. In addition, such a mathematical model does not have the ability to estimate the uncertainty, generally captured in a CI, unless it is coupled with a particle filter [18], [33].

**IV. MACHINE LEARNING DEGRADATION MODEL**

Based on the accelerated life-cycle tests results, the end of life measured as 30% decrease in capacitance is reached first. We therefore focus on using capacitance as a proxy for modelling of the degradation. From a machine learning...

---

**TABLE 3. Capacitance and end of life measurements for all cells.**

<table>
<thead>
<tr>
<th></th>
<th></th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>80</td>
<td>101.09</td>
<td>900</td>
</tr>
<tr>
<td>2</td>
<td>80</td>
<td>99.97</td>
<td>889</td>
</tr>
<tr>
<td>3</td>
<td>80</td>
<td>100.65</td>
<td>783</td>
</tr>
<tr>
<td>4</td>
<td>95</td>
<td>89.96</td>
<td>209</td>
</tr>
<tr>
<td>5</td>
<td>95</td>
<td>89.3</td>
<td>213</td>
</tr>
</tbody>
</table>

\( ^a \) Measured during the first charge-discharge cycle.

\( ^b \) Measured as 30% decrease in capacitance calculated at first cycle.
perspective we treat modelling of the degradation as a supervised regression problem where we use four features as input to predict the degradation trend, measured as a percentage in capacitance fade when referenced to the first cycle. Formally, the model maps from a set of inputs, \( x \), to a set of outputs, \( y \). The labeled training set pairs are denoted here as \( \mathcal{D} = \{x_i, y_i\}_{i=1}^{n_t} \), where \( n_t \) is the number of training samples. The four-feature input vector \( x \) consists of temperature, cut-off voltage, discharge current and cycle number as illustrated in Figure 5. The selected input variables capture the operational condition (quantified as temperature and end of charge voltage) as well as EC specific properties (nominal capacitance and degradation trend), and thus facilitate model generalisation to other cells irrespective of the degradation mechanism at other temperatures provided this information is available. Mathematically, the regression task is summarised by:

\[
y = f(x) + \epsilon
\]  

(3)

where \( \epsilon \) is a Gaussian distributed noise contribution \( N(0, \sigma^2) \) and \( f(x) \) represents the function that requires learning. To satisfy the uncertainty estimation requirement we employ a Bayesian-based algorithm to solve equation 3, namely Gaussian process regression. Bayesian based algorithms including relevance vector machine (RVM) as formulated by Tipping [34] and Gaussian process regression (GPR) have been used for battery capacity estimation [24], [35]; however none have been used for EC capacitance fade degradation. We chose GPR as the primary algorithm due to its non-parametric properties and its ability to provide predictive distributions for test cases. Critically, as opposed to RVM where predictive uncertainties get smaller when moving away from the training cases [36], GPR does not suffer from such limitations. It is worth mentioning however, that this property comes at the expense of a slower computation. Given that the models are computed offline, however, this poses no concern in the present paper.

For a given set of training data, \( \mathcal{D} = \{x_i, y_i\}_{i=1}^{n_t} \), there is an infinite number of functions that can potentially fit the data. A GPR simply assigns a probability to each of these functions. The mean of this probability distribution then represents the most probable characterization of the data. [37] Thus, a Gaussian process is completely specified by its mean function and covariance function. Formally the function in equation 3 can be summarised by:

\[
f(x) \sim GP(m(x), k(x, x'))
\]  

(4)
where $m(x)$ is the mean and $k(x, x')$ is the covariance function. The mean and covariance are defined by:

$$m(x) = \mathbb{E}[f(x)]$$  \hspace{1cm} (5)

$$k(x, x') = \mathbb{E}[(f(x) - m(x))(f(x') - m(x'))]$$  \hspace{1cm} (6)

Given the formulation of GPR, the function $f(x)$ is a sample from a Gaussian process as defined in equation 4 and does not require learning the parameters of a regression function $f(\theta, x)$, where $\theta$ are the parameters, in a traditional sense. This makes GPR a non-parametric regression approach capable of modeling the nonlinear degradation trajectories seen in Figure 5. Commonly used covariance functions, also called kernels, include the squared exponential (SE), radial basis, or Matthérn [37]. For an in-depth analysis of popular kernels, we refer the reader to the work of Wilson and Adams [38], whilst a comprehensive presentation of Gaussian processes is undertaken in Rasmussen and Williams [37]. In this work, we adopt a rational quadratic (RQ) kernel in combination with a white noise (WN) kernel. The RQ kernel is defined by

$$k_{RQ}(x, x') = \left(1 + \frac{d(x, x')^2}{2\alpha l^2}\right)^{-\alpha}$$  \hspace{1cm} (7)

where $\alpha$ is the scale mixture parameter, $l$ is the length scale of the kernel, and $d(\cdot, \cdot)$ is the Euclidean distance. The RQ kernel is equivalent to adding together many SE kernels with different length scales, giving it a smooth output whilst also displaying long range trends [38]. Such properties are desired for modelling the EC degradation trends summarised in Figure 4. The addition of the white noise in the kernel is motivated by a desire to model the sensor measurement and shift noise component of equation 3 and prevent overfitting of the data, a behaviour commonly encountered when GPR is fitted on small a dataset consisting of just five cells [39]. The WN kernel is defined by the addition of a constant to the diagonal of the covariance matrix and it is given by:

$$k_{WN}(x, x') = \begin{cases} 
\sigma_n^2, & x = x' \\
0, & \text{otherwise} 
\end{cases}$$  \hspace{1cm} (8)

where $\sigma_n^2$ is the variance of observation noise, normally distributed with zero mean.

We then compute the kernel used in the model as a summation of the two kernels, RQ and WN kernel, as:

$$k(x, x') = k_{RQ}(x, x') + k_{WN}(x, x')$$  \hspace{1cm} (9)

It is common practice to assume that the mean function is zero everywhere, since uncertainty about the mean function can be taken into account by adding an extra term to the kernel, and thus we adopt a similar approach [37]. To make predictions of a new vector, $x^*$ containing the desired temperature, end of charge voltage, nominal capacitance value and cycle number, the algorithm computes the conditional distribution $p(y^*|x^*, x, y)$. The conditional distribution can be analytically computed by:

$$p(y^*|x^*, x, y) = K(x, x^*)^T K(x, x^*)^{-1} y$$  \hspace{1cm} (10)

where the mean vector, $m^*$ and the covariance matrix, $\Sigma^*$ are defined by:

$$m^* = K(x, x^*)^T K(x, x^*)^{-1} y$$  \hspace{1cm} (11)

$$\Sigma^* = K(x, x^*) - K(x, x^*)^T K(x, x^*)^{-1} K(x, x^*)$$  \hspace{1cm} (12)

The formulation in equation 10 thus suggests that the prediction is not only a point estimate, but also has built in uncertainty information as it is a one-dimensional Gaussian distribution. Therefore, each percentage of degradation in capacitance predicted is accompanied by a confidence interval (CI). We calculate the 95% CI using the predicted value, $\hat{y}^*$ and the model predicted standard deviation, $\sigma^*$ by:

$$CI = \hat{y}^* \pm 2\sigma^*$$  \hspace{1cm} (13)

The GPR model considered in this work uses the constrained limited memory BFGS method as the optimizer for maximizing the log-marginal-likelihood (LML) as proposed in [40] and implemented in scipy [41] and scikit-learn [42]. The LML may have multiple local minima, therefore the optimizer is initialised repeatedly to avoid such points, in our case we have selected 5 restarts. To improve accuracy and prevent overfitting of the GPR model, we perform hyper-parameter tuning using a random search approach, rather than a grid search. The random search approach is proven to be more efficient for hyper-parameter optimisation than trials on a grid [43], hence the adoption here. The two kernel parameters in equation 7, $l$ and $\alpha$, and the single parameter, $\sigma_n^2$, in equation 8, are all drawn from normal distributions and are determined with a random search cross-validation approach. We adopt a group cross validation approach where each fold is represented by one of the five training cells. This is done to maintain the temporal dependencies of degradation within each cell and thus prevent over-fitting of the regression algorithm.

Since the model output is a univariate Gaussian distribution with mean, $\hat{y}^*$ and standard deviation $\sigma^*$ we also want to determine how calibrated the model is. A calibrated model in a regression setting, means that the prediction should fall in a 95% CI (refer to equation 13 for CI definition) approximately 95% of the time. Thus, we first calculate calibration score (CS) based on a 95% CI in equation 13 using the formula:

$$CS_{2\sigma} = \frac{1}{N} \sum_{i=1}^{N} \left[ |\hat{y}_i^* - y^*| < 2\sigma^* \right]$$  \hspace{1cm} (14)

where $\hat{y}_i^*$ is the predicted percentage change in capacitance, $y^*$ is the label and $N$ is the total number of cycles for the cell under scrutiny. Given a score outside a ±1% threshold of the 95% CS score, we perform a recalibration of the model. We recalibrate by fitting a regression model on the GPR predicted probability and expected probability. Typically, recalibration is done via isotonic regression [44]; however, this method fits a step-wise function prone to overfitting. For this reason, we replace the recalibration algorithm with a kernel ridge regression (KRR), an algorithm that is capable
of mapping linear functions based on the non-linear function in the original input space introduced via the kernel. Since the recalibration algorithm can be replaced by most regression-based algorithms, we omit a detailed explanation of KRR in this work. For the interested reader, the KRR model employed for recalibration uses a radial basis kernel with a gamma value of 100. GPR accuracy is evaluated based on two metrics: mean absolute percent error (MAPE) (see equation 15) and root mean squared percent error (RMSPE) (equation 16). Because both MAPE and RMSPE are normalised measures of accuracy, they can be used to compare estimation performance across all cells irrespective of manufacturer, degradation trend, or nominal capacitance.

\[
MAPE(\hat{y}^*, y^*) = \frac{1}{N} \sum_{i=1}^{N} \left| \frac{\hat{y}^*_i - y^*_i}{y^*_i} \right| \quad (15)
\]

\[
RMSPE(\hat{y}^*, y^*) = \sqrt{\frac{1}{N} \sum_{i=1}^{N} \left( \frac{\hat{y}^*_i - y^*_i}{y^*_i} \right)^2} \quad (16)
\]

where, for both equations, \( \hat{y}^* \) is the predicted % change in capacitance, \( y^* \) is the measured % change in capacitance and \( N \) is the total number of cycles for the cell under scrutiny.

V. RESULTS
The accuracy of the GPR algorithm on each of the test cells measured as MAPE, RMSPE, and \( CS_{2\sigma} \) is summarised in Table 4 and visualised in Figure 6. We also further analyse the model uncertainty quantification by displaying the reliability diagnostics curves in Figure 6, similar to the work of Kuleshov et al. in [45]. The reliability diagnostics curve displays the true frequency of points (true percent decrease in capacitance value) in each confidence interval relative to the estimated fraction of points (estimated percent decrease in capacitance value) in the interval. We divide each confidence interval in \( m \) confidence levels that are monotonically increasing on the interval \([0, 1]\) i.e. \( 0 < p_1 < p_2 < \ldots < p_m < 1 \). We then compute the empirical probability for each threshold by counting the frequency of true labels in each confidence level \( p_m \). The empirical distribution is thus calculated as:

\[
\hat{p}_m = \frac{|\{y_i | f(x_i) \leq p_m, \ i = 1, \ldots, N\}|}{N} \quad (17)
\]

where \( N \) is the number of cycles for a particular cell. Essentially, since the output is a Gaussian distribution, \( \hat{p}_m \) denotes the fraction of the data for which \( y_i \) lies below the
p-th quantile calculated as $y_i^* + z_m \cdot \sigma^*$, where $z_m$ is the z-value for the desired quantile.

Therefore, to visualise calibration for results analysis purposes, we plot the observed confidence versus expected confidence, i.e. $(p_m, \hat{p}_m)$ and obtain the reliability plots in Figure 6. An ideal calibration is represented by a dotted line, meaning $p_m = \hat{p}_m$. With the exception of FastCap cell 2, which exhibits a near ideal reliability plot, all other cells required calibration of the output. Despite the fact that the reliability curve greatly improves after model recalibration when evaluated at a confidence value greater than 90%, the reliability plot shows poor behaviour at lower confidence values, although the calibration score greatly improves when the two reliability curves of calibrated and uncalibrated models are compared. The lowest error is achieved on FastCap cell 2, whilst the highest error is obtained on LS Mtron cell 3. The reason for the error increase is caused by a higher deviation of the degradation trend of the test cell, LS Mtron cell 3, from the two training cells 1 and 2, respectively (refer to Figure 4). Such deviation is caused by cell intrinsic material composition variation introduced during the manufacturing process. The model captures the increase in error caused by such deviation from training data by increasing the standard deviation value (the blue shaded area in Figure 6) around the predicted mean, a behaviour that is desired when the model is uncertain in its prediction.

VI. DISCUSSIONS

The accelerated life-cycle testing coupled with the modelling approach presented in this paper offers the potential for manufacturers to accelerate testing and reduce time for product qualification. Machine learning models can predict degradation as a function of the number of cycles together with a CI for cells operated at various temperatures outside the manufacturer-recommended operating envelope.

Additionally, at the prototyping stage, the model can be trained on available temperature cycling data and estimate degradation at other temperatures, reducing test time, speeding up the design process, and cutting costs. The model can also be used to generate synthetic data where only a limited number of cycles is available. For example, when there is missing characterisation data, the model can estimate degradation in between characterisation tests for a particular EC design operated at a fixed temperature.

Finally, the model can also be used for prognostics and health management purposes by predicting remaining useful life at a constant temperature and constant end of charge value. Therefore, given an input sequence of cycles as well as associated temperature and end of charge voltage, the model can predict degradation together with a CI until the EoL threshold is reached.

VII. CONCLUSION

EC reliability is important when operating in extreme temperature environments, as in the case of downhole drilling equipment for geothermal or oil and gas exploration.
target variable: percentage decrease in capacitance. GPR has shown an average root mean squared error of 2% and a mean calibration score of 93% when referenced to a 95% CI. We propose that our model can be used for the qualification of ECs at a range of operating temperatures, providing accurate insight into the EC capacitance degradation curve as a function of charge-discharge cycles. Our future research will expand on EC types and accelerated life-cycle test parameters.

APPENDIX A
See Figures 7 and 8.
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