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EXPONENTIAL ERGODICITY FOR SDES AND MCKEAN-VLASOV PROCESSES WITH LÉVY NOISE

MINGJIE LIANG  MATEUSZ B. MAJKA  JIAN WANG

Abstract. We study exponential ergodicity of a broad class of stochastic processes whose dynamics are governed by pure jump Lévy noise. In the first part of the paper we focus on solutions of stochastic differential equations (SDEs) whose drifts satisfy general Lyapunov-type conditions. By applying techniques that combine couplings, appropriately constructed $L^1$-Wasserstein distances and Lyapunov functions, we show exponential convergence of solutions of such SDEs to their stationary distributions, both in the total variation and Wasserstein distances. The second part of the paper is devoted to SDEs of McKean-Vlasov type with distribution dependent drifts. We prove a uniform in time propagation of chaos result, providing quantitative bounds on convergence rate of interacting particle systems with Lévy noise to the corresponding McKean-Vlasov SDE. Then, extending our techniques from the first part of the paper, we obtain results on exponential ergodicity of solutions of McKean-Vlasov SDEs, under general conditions on the drift and the driving noise.

Keywords: exponential ergodicity; Lévy noise; coupling; McKean-Vlasov process; mean-field SDE; propagation of chaos

MSC 2010: 60H10; 60J25; 60J75.

1. INTRODUCTION AND MAIN RESULTS

In recent years, the study of ergodicity for solutions of stochastic differential equations (SDEs) with Lévy noise has attracted considerable interest (see e.g. [37, 28, 50, 34, 33, 35, 3, 4]). The most widespread tools in this area of research are the Meyn-Tweedie approach based on showing irreducibility and aperiodicity of the associated process ([37, 3, 4]), and the coupling approach ([34, 33, 35]). For SDEs in $\mathbb{R}^d$ of the form

$$dX_t = b(X_t)dt + dZ_t,$$

where $b: \mathbb{R}^d \to \mathbb{R}^d$ is the drift and $(Z_t)_{t \geq 0}$ is a $d$-dimensional pure jump Lévy process, the Meyn-Tweedie approach allows for studying exponential convergence under rather general conditions on the drift, both in the total variation (see e.g. [3, Corollary 5.2]) and the Wasserstein distances (see [4, Theorem 1.3] with the special case of $a(x) \equiv 0$ and $\nu(x, dy) = \nu(dy)$ for all $x \in \mathbb{R}^d$). Namely, the authors of [3, 4] considered conditions of the form

$$\langle x, b(x) \rangle \leq -\lambda |x|^2$$
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for some constant \( \lambda > 0 \) and all \( x \in \mathbb{R}^d \) with large enough \(|x|\). The downside is that in order to show irreducibility and aperiodicity of solutions to (1.1), both [3] and [4] cover only pure jump Lévy noises that are either compound Poisson processes or contain a symmetric \( \alpha \)-stable component; see [3, Section 4] and [4, Section 3.3] for details. Moreover, usually it is difficult to quantify convergence rates obtained via such methods (cf. [16, Section 3.1]). On the other hand, by applying the coupling technique, [33, 34, 35] considered SDEs with a much more general class of driving noises, while requiring that the drift \( b(x) \) in (1.1) satisfies conditions of the form

\[
(x - y, b(x) - b(y)) \leq -K|x - y|^2
\]

for all \( x, y \in \mathbb{R}^d \) such that \(|x - y| > R\), with some constants \( K, R > 0 \). Note that (1.3) obviously implies (1.2). In the present paper, we combine the coupling approach from [33] with techniques recently developed for diffusions in [16], in order to study exponential convergence of solutions to SDEs of the form (1.1) under conditions on the drift such as (1.2), and for a very general class of Lévy processes \((Z_t)_{t \geq 0}\), thus considerably extending the results on exponential ergodicity from all the papers [3, 4, 33, 34, 35]. To this end, we will use the \( L^1 \)-Wasserstein distance defined for any probability measures \( \mu_1, \mu_2 \) on \( \mathbb{R}^d \) by

\[
W_1(\mu_1, \mu_2) = \inf_{\Pi \in \mathcal{C}(\mu_1, \mu_2)} \int_{\mathbb{R}^d \times \mathbb{R}^d} |x - y| \, d\Pi(x, y),
\]

where \( \mathcal{C}(\mu_1, \mu_2) \) is the family of all measures on \( \mathbb{R}^d \times \mathbb{R}^d \) having \( \mu_1 \) and \( \mu_2 \) as marginals. We will also denote by \( \|\mu_1 - \mu_2\|_{\text{Var}} \) the total variation distance between probability measures \( \mu_1 \) and \( \mu_2 \). Everywhere in this paper we will assume that (1.1) has a unique strong solution. This is the case for any Lévy noise \((Z_t)_{t \geq 0}\) if we assume that \( b(x) \) is continuous and that

\[
(x - y, b(x) - b(y)) \leq C|x - y|^2
\]

for all \( x, y \in \mathbb{R}^d \), with some constant \( C > 0 \) (see e.g. [18, 36]; see also the discussion in Section 2 for results under different assumptions on the drift). Moreover, for the Lévy measure \( \nu \) of the process \((Z_t)_{t \geq 0}\) we define

\[
J(r) := \inf_{|x| \leq r} \left( \nu \wedge (\delta_x * \nu) \right)(\mathbb{R}^d), \quad r > 0.
\]

We have the following result.

**Theorem 1.1.** Let \((X_t)_{t \geq 0}\) be the unique strong solution to (1.1) with the drift \( b(x) \) satisfying (1.2) and (1.4). Suppose that for the Lévy measure \( \nu \) of \((Z_t)_{t \geq 0}\),

\[
\int_{\{|z| \geq 1\}} |z| \, \nu(dz) < \infty
\]

and there is a constant \( \kappa_0 \in (0, 1] \) such that \( J(\kappa_0) > 0 \). Let \( P_t(x, \cdot) \) be the law of \( X_t \) for \( t > 0 \) when \( X_0 = x \) for some \( x \in \mathbb{R}^d \). Then there exist a unique invariant probability measure \( \mu \) for \((X_t)_{t \geq 0}\) and a constant \( \lambda > 0 \) such that

\[
\|P_t(x, \cdot) - \mu\|_{\text{Var}} \leq c_1(x)e^{-\lambda t}
\]

and

\[
W_1(P_t(x, \cdot), \mu) \leq c_2(x)e^{-\lambda t}
\]

hold for all \( x \in \mathbb{R}^d \) and \( t > 0 \), where \( c_1(x) \) and \( c_2(x) \) are non-negative measurable functions on \( \mathbb{R}^d \).
Note that the assumption that $J(\kappa_0) > 0$ for some $\kappa_0 \in (0,1]$ is very weak (see e.g. [43, Proposition 1.5] and [34, Remark 1.7]), and hence Theorem 1.1 covers a much larger class of Lévy processes than [3, 4, 33, 34, 35]. On the other hand, we note that exponential ergodicity in terms of the total variation norm for solutions to (more general) SDEs with jump noise has been studied in [28] via the local Doeblin condition, which is expressed in terms of the transition probability of the associated process (see condition (LD) in [28]). It was shown in [28, Theorem 1.3] that the local Doeblin condition can be derived from non-degeneracy condition $\mathbf{N}$ and topological irreducibility condition $\mathbf{S}$, both of which essentially require non-degenerate properties of the Lévy measure near zero; see [28, Section 4] for details.

In view of this, it seems that our assumption that $J(\kappa_0) > 0$ for some $\kappa_0 \in (0,1]$ in Theorem 1.1 (which can be interpreted as requiring a sufficient mass of the Lévy measure near zero) looks simpler and more direct. We also remark that conditions (1.2) and (1.4) can be weakened even further (cf. Theorem 2.2 below). All the technical details and the proof of Theorem 1.1 can be found in Section 2. Besides, we would like to mention that (1.6) implies that for any $x \in \mathbb{R}^d$ and $t > 0$, $E_t^x|X_t| < \infty$, which is needed for proving the exponential ergodicity of the process $(X_t)_{t \geq 0}$ in terms of the $L^1$-Wasserstein distance. However, (1.6) can be relaxed (for example, to the condition $\int_{\{|z| \geq 1\}} |z|^\alpha \nu(dz) < \infty$ with some $\alpha \in (0,1)$; see [48, 49]) if one is interested in studying exponential ergodicity only in terms of the total variation norm.

The second part of this paper is devoted to stochastic differential equations on $\mathbb{R}^d$ of McKean-Vlasov type, i.e.,

\begin{equation}
\begin{aligned}
 &dX_t = b(X_t, \mu_t) \, dt + dZ_t, \quad X_0 \sim \mu_0, \\
 &\mu_t = \text{Law}(X_t),
\end{aligned}
\end{equation}

where $b : \mathbb{R}^d \times \mathcal{P}(\mathbb{R}^d) \to \mathbb{R}^d$ is a measurable function and $(Z_t)_{t \geq 0}$ is a $d$-dimensional pure jump Lévy process. Here $\mathcal{P}(\mathbb{R}^d)$ denotes the family of all probability measures on $\mathbb{R}^d$. The solution $(X_t)_{t \geq 0}$ to (1.7) is a nonlinear Markov process [27] in the sense of McKean-Vlasov, i.e., the associated transition function depends both on the current state $X_t$ and on the law of $X_t$. Equations of the form (1.7) driven by Brownian motion have recently attracted considerable attention, see e.g. [5, 14, 16, 21, 23, 47] and the references therein, as well as the monograph [9]. The case in which the driving process has jumps has been much less studied, however, with the foundations set by [25], several papers on the topic have appeared in recent years, see e.g. [1, 2, 6, 8, 24, 30, 38, 42]. By analogy to the relation between McKean-Vlasov SDEs with Brownian noise and nonlinear Fokker-Planck equations [5, 23], McKean-Vlasov SDEs with jumps can be related to nonlocal integral-PDEs [24, 25, 30]. They have also found applications in areas such as financial mathematics [6] and neural networks [38]. Such equations, regardless of the driving noise, are known in the literature under numerous different names, including McKean-Vlasov SDEs [2, 7, 16, 21, 17], mean-field SDEs [8, 24, 30, 42], distribution dependent SDEs (DDSDSEs) [5, 47] and nonlinear SDEs [25]. The choice of the name depends on the preferred interpretation of the process $(X_t)_{t \geq 0}$ and different names are often used interchangeably.
A typical example of the drift in (1.7) is
\begin{equation}
(1.8) \quad b(x, \mu) = b_1(x) + \int b_2(x, z) \mu(dz)
\end{equation}
for some measurable functions $b_1 : \mathbb{R}^d \to \mathbb{R}^d$ and $b_2 : \mathbb{R}^d \times \mathbb{R}^d \to \mathbb{R}^d$. In such case the corresponding McKean-Vlasov SDE arises naturally as a marginal limit as $n \to \infty$ of the mean-field interacting particle system
\begin{equation}
(1.9) \quad dX^{i,n}_t = b_1(X^{i,n}_t) dt + \frac{1}{n} \sum_{j=1}^{n} b_2(X^{i,n}_t, X^{j,n}_t) dt + dZ^i_t, \quad i = 1, \ldots, n
\end{equation}
driven by independent Lévy processes $(Z^i_t)_{t \geq 0}$. This property was named propagation of chaos by Kac [26] and was further developed by Sznitman [44]. Propagation of chaos has been studied extensively in the Brownian setting, see e.g. [11, 15, 39] and the references therein. In the Lévy jump case, the result of such kind has been proved in [25] for McKean-Vlasov (nonlinear) SDEs even with distribution dependent noise coefficients. See also [2] for a recent study on nonlinear jump diffusions with finite jump activity. However, the bounds obtained in [2, 25] are uniform only on a finite time interval. In the present paper, we adapt the method from [15] to show uniform in time convergence, as well as its explicit quantitative rate, of the particle system (1.9) in the $L^1$-Wasserstein distance.

We work under relatively weak assumptions on the drift and the driving Lévy process. Namely, for the term $b_1(x)$ in the drift $b(x, \mu)$ given by (1.8) we assume
\begin{enumerate}[(1-i)]
\item $b_1(x)$ is continuous on $\mathbb{R}^d$, and there are constants $K_{1,b_1}, r_{b_1} \geq 0$ and $K_{2,b_1} > 0$ such that for any $x, y \in \mathbb{R}^d$,
\begin{equation}
(1.10) \quad (b_1(x) - b_1(y), x - y) \leq K_{1,b_1}|x - y|^2 \mathbb{1}_{\{|x - y| \leq r_{b_1}\}} - K_{2,b_1}|x - y|^2 \mathbb{1}_{\{|x - y| > r_{b_1}\}}.
\end{equation}
\end{enumerate}
Furthermore, for the term $b_2(x, \mu)$ in (1.8) we require
\begin{enumerate}[(1-ii)]
\item There exists a function $\tilde{b}_2 : \mathbb{R}^d \to \mathbb{R}^d$ with $\tilde{b}_2(0) = 0$ such that $b_2(x, z) = \tilde{b}_2(x - z)$ for any $x, z \in \mathbb{R}^d$, and there is a constant $K_{b_2} > 0$ such that for all $x, y \in \mathbb{R}^d$,
\begin{equation}
(1.11) \quad |\tilde{b}_2(x) - \tilde{b}_2(y)| \leq K_{b_2}|x - y|.
\end{equation}
\end{enumerate}
Finally, for the Lévy measure $\nu$ of the Lévy process $(Z^i_t)_{t \geq 0}$ we consider the function $J(r)$ defined in (1.5) and we assume the following conditions:
\begin{enumerate}[(1-iii)]
\item There exists a constant $\alpha \in (0, 1)$ such that
\begin{equation}
(1.12) \quad \lim_{r \to 0} \inf_{s \in (0, r]} J(s)s^\alpha > 0;
\end{equation}
moreover,
\begin{equation}
\int_{\{|z| > 1\}} |z|^2 \nu(dz) < \infty.
\end{equation}
\end{enumerate}

We now consider the McKean-Vlasov equation (1.7) with the drift (1.8) and the corresponding mean-field particle system defined by (1.9) with initial values $X_0 \sim \mu_0$ and $X^{i,n}_0 \sim \mu_0^n$, $1 \leq i \leq n$, respectively, which are i.i.d. random variables having finite second moments. Moreover, $(Z^i_t)_{t \geq 0}, 1 \leq i \leq n$, are i.i.d. Lévy processes with the same law as $(Z^i_t)_{t \geq 0}$. Under the assumptions above, we can prove that both (1.7) and (1.9) have unique strong solutions, which we denote by $(X^i_t)_{t \geq 0}$ and $(X^{i,n}_t)_{t \geq 0}, 1 \leq i \leq n$, respectively; moreover, for any $t_0 > 0$ and $1 \leq i \leq n$,
Theorem 1.2. Suppose that assumptions (1-i)–(1-iii) hold. Denote by \((X_t)_{t \geq 0}\) and \((X_t^{i,n})_{t \geq 0}\), 1 \(\leq i \leq n\), the unique strong solutions to (1.7) and (1.9) with initial distributions \(\mu_0\) and \(\mu_0^n\), respectively. Suppose that \(\mu_0\) and \(\mu_0^n\) have finite first moments. Let \(\mu_t\) be the marginal law of \(X_t\), and \(\mu_t^n\) the marginal law of \(X_t^{i,n}\) for any \(t > 0\) and any \(1 \leq i \leq n\). Then there exists a constant \(K^* > 0\) such that for any \(K_{b_2} \in (0, K^*], t > 0\) and \(n \geq 2\),

\[
W_1(\mu_t, \mu_t^n) \leq C_0e^{-\lambda t}W_1(\mu_0, \mu_0^n) + C_0n^{-1/2}, \quad t > 0
\]

holds for some positive constants \(\lambda\) and \(C_0\) independent of \(t\) and \(n\).

Remark 1.3. Condition (1.12) is an assumption about sufficient concentration of the Lévy measure \(\nu\) around zero (i.e., sufficient small jump activity of the Lévy process \((Z_t)_{t \geq 0}\)). It is, however, a weak requirement that can be satisfied even for singular measures. For example, if

\[
\nu(dz) \geq \mathbf{1}_{\{0 < z_1 \leq 1\}} \frac{c}{|z|^{d+\alpha}} dz
\]

holds for \(z = (z_1, \ldots, z_d) \in \mathbb{R}^d\) and some constants \(c > 0\) and \(\alpha \in (0, 2)\), then (1.12) is satisfied (see [33, Example 1.2]).

In order to study convergence of solutions of McKean-Vlasov SDEs to their invariant measures, we need weaker assumptions than for proving the uniform in time propagation of chaos in Theorem 1.2. Namely, we can consider (1.7) with a drift term \(b: \mathbb{R}^d \times \mathcal{P}_1(\mathbb{R}^d) \to \mathbb{R}^d\) of general form. Here \(\mathcal{P}_1(\mathbb{R}^d)\) denotes the family of all probability measures on \(\mathbb{R}^d\) with finite first moment, equipped with the topology of weak convergence metrized by \(W_1\) (cf. [46, Theorem 6.9]). We impose the following continuity and contractivity at infinity conditions on the drift.

(2-i) \(b(x, \mu)\) is continuous on \(\mathbb{R}^d \times \mathcal{P}_1(\mathbb{R}^d)\) in the product topology, and there exist constants \(K_1, l_0 \geq 0\) and \(K_2, K_3 > 0\) such that for any \(x_1, x_2 \in \mathbb{R}^d\) with \(x_1 \neq x_2\) and any \(\mu_1, \mu_2 \in \mathcal{P}_1(\mathbb{R}^d)\),

\[
\frac{|b(x_1, \mu_1) - b(x_2, \mu_2)|}{|x_1 - x_2|} \leq K_1|x_1 - x_2|\mathbf{1}_{\{|x_1 - x_2| \leq l_0\}}
\]

\[
- K_2|x_1 - x_2|\mathbf{1}_{\{|x_1 - x_2| > l_0\}} + K_3W_1(\mu_1, \mu_2).
\]

Furthermore, there is a constant \(C_1 > 0\) such that for all \(\mu \in \mathcal{P}_1(\mathbb{R}^d)\),

\[
|b(0, \mu)| \leq C_1 \left(1 + \int_{\mathbb{R}^d} |z| \mu(dz)\right).
\]

For the Lévy measure \(\nu\), as in condition (1.12), we assume
(2-ii) For the function $J(r)$ given by (1.5), there exists a constant $\alpha \in (0, 1)$ such that
\begin{equation}
\lim_{r \to 0} \inf_{s \in [0,r]} J(s)s^{\alpha} > 0;
\end{equation}
moreover,
\begin{equation}
\int_{\{|z| > 1\}} |z| \nu(dz) < \infty.
\end{equation}

We have the following result on convergence of the solution of (1.7) to a stationary distribution.

**Theorem 1.4.** Suppose that assumptions (2-i)--(2-ii) hold. Let $\mu_t$ denote the marginal law of a strong solution $(X_t)_{t \geq 0}$ of (1.7) with initial distribution $\mu_0$ having finite first moment. Then there exists a constant $K_3 > 0$ such that for any $K_3 \in (0, K_3']$, the associated McKean-Vlasov equation (1.7) has a unique invariant probability measure $\mu$ with finite first moment such that
\begin{equation}
W_1(\mu_t, \mu) \leq C e^{-\lambda t}, \quad t > 0
\end{equation}
for some positive constants $\lambda$ and $C$ independent of $t$.

Note that here, in contrast to condition (1-iii) required for Theorem 1.2, we only assume that the Lévy measure $\nu$ has a finite first (and not necessarily second) moment. Taking into account Remark 1.3, we see that our result covers McKean-Vlasov SDEs driven e.g. by nonsymmetric $\alpha$-stable processes with $\alpha \in (1, 2)$, but also a much larger class of Lévy processes. Note also that existence of an invariant measure in Theorem 1.4 essentially requires the constant $K_3$ in (1.13) to be sufficiently small, and that condition (1.14) is only used to ensure existence of a non-explosive solution to (1.7).

Recently, Y. Song in [42] applied Malliavin calculus to obtain exponential ergodicity for McKean-Vlasov equations with Lévy jumps in the total variation distance, under an assumption similar to (1.13) but with $l_0 = 0$ and some additional regularity assumptions on the Lévy measure, see [42, Theorem 1.5]. For the proof of Theorem 1.4 we use different methods, and we are able to obtain exponential ergodicity in the $L^1$-Wasserstein distance under relaxed assumptions, with an arbitrary $l_0 \geq 0$.

The assumption (2-i) on the drift $b(x, \mu)$ in Theorem 1.4 can be further weakened, if we assume that $b(x, \mu)$ is of the special form (1.8). Namely, we assume

(3-i) $b(x, \mu)$ satisfies (1.8) and there exists a constant $\lambda > 0$ such that
\begin{equation}
\langle b_1(x), x \rangle \leq -\lambda |x|^2
\end{equation}
for all $x \in \mathbb{R}^d$ with large enough $|x|$. Moreover, there are constants $K_1$, $K_2$ and $K_3 > 0$ such that for all $x_1, x_2 \in \mathbb{R}^d$ with $x_1 \neq x_2$ and $\mu_1, \mu_2 \in \mathcal{P}_1(\mathbb{R}^d)$,
\begin{equation}
\frac{\langle b_1(x_1) - b_1(x_2), x_1 - x_2 \rangle}{|x_1 - x_2|} \leq K_1 |x_1 - x_2|
\end{equation}
and
\begin{equation}
\frac{\langle b_2(x_1, \mu_1) - b_2(x_2, \mu_2), x_1 - x_2 \rangle}{|x_1 - x_2|} \leq K_2 |x_1 - x_2| + K_3 W_1(\mu_1, \mu_2).
\end{equation}

There is also a constant $B_0 > 0$ such that for all $x \in \mathbb{R}^d$ and $\mu \in \mathcal{P}_1(\mathbb{R}^d)$,
\begin{equation}
|b_2(x, \mu)| \leq B_0 \left( 1 + \int |x| \mu(dz) + |x| \right).
\end{equation}
Furthermore, condition (1.15) on the concentration of the Lévy measure \( \nu \) around zero can be only required to hold for a component of \( \nu \).

(3-ii) We have \( \int_{|z|>1} |z| \nu(dz) < \infty \) and for any \( \theta > 0 \), there exists a measure \( 0 < \nu_\theta \leq \nu \) such that \( \text{supp} \nu_\theta \subset B(0,1) \). We then apply techniques based on distribution in-

Combining (1.19)

Furthermore, condition (1.7) and its finite first moment. Then there exist positive constants \( K^2, K^3, K^2_0, K_3^0 \) such that for any \( K_2 \in (0, K^2_2] \), \( K_3 \in (0, K^3_3] \) and \( B_0 \in (0, B^1_0] \), the associated McKean-Vlasov equation (1.7) has a unique invariant probability measure \( \mu \) with finite first moment such that

\[ W_1(\mu, \mu) \leq Ce^{-\lambda t}, \quad t > 0 \]

for some positive constants \( \lambda \) and \( C \) independent of \( t \).

At the end of this section, we give some specific examples of drift terms that satisfy the corresponding assumptions.

(1) Each \( b_1(x) \) below satisfies (1.10) and (1.16).

(i) Let \( b_1(x) = -\lambda x + U(x) \), where \( U : \mathbb{R}^d \to \mathbb{R}^d \) is bounded.

(ii) Let \( b_1(x) = -\nabla V(x) + U(x) \), where \( V(x) = |x|^{2\beta} \) with \( \beta > 1 \) and \( U : \mathbb{R}^d \to \mathbb{R}^d \) is Lipschitz continuous, i.e., there is a constant \( c > 0 \) such that for all \( x, y \in \mathbb{R}^d \), \( |U(x) - U(y)| \leq c|x - y| \).

It is obvious that both \( b_1 \) above satisfy (1.16). For \( b_1 \) given in (i), we have

\[ \langle b_1(x) - b_1(y), x - y \rangle \leq -\lambda |x - y|^2 + \|U\|_\infty |x - y|, \quad x, y \in \mathbb{R}^d, \]

which implies that it fulfills (1.10). For \( b_0(x) = -\nabla V(x) \) with \( V(x) = |x|^{2\beta} \) for some \( \beta > 1 \), it has been proven in [10, Section 6, Example 1] that for any \( x, y \in \mathbb{R}^d \),

\[ \langle b_0(x) - b_0(y), x - y \rangle \leq -2\beta y^{2(1-\beta)} |x - y|^{2\beta}. \]

With this at hand, we can see that \( b_1 \) given in (ii) also fulfills (1.10).

(2) For any \( x \in \mathbb{R}^d \) and \( \mu \in \mathcal{P}_1(\mathbb{R}^d) \), define \( b_2(x, \mu) = \int_{\mathbb{R}^d} \bar{b}_2(x, z) \mu(dz) \), where \( \bar{b}_2(x, z) \) satisfies that

\[ \bar{b}_2(x, z) \leq K_{b_2}(|x - y| + |z - z'|) \]

holds for some constant \( K_{b_2} > 0 \) and for all \( x, y, z \) and \( z' \in \mathbb{R}^d \). Then we can verify that (1) and (1.18) also hold true; see Remark 3.4 for more details.

Combining \( b_1(x) \) and \( b_2(x, \mu) \) above, one can obtain multiple examples of \( b(x, \mu) \) which satisfy the corresponding assumptions in Theorems 1.2, 1.4 and 1.5.

The remaining part of the paper is organized as follows. In Section 2 we first present a general framework for studying Lévy-driven SDEs with distribution independent drifts via the coupling operator. Then we apply techniques based on
couplings and Lyapunov functions to prove results on convergence to stationary distributions for such equations, including Theorem 1.1. In particular, in Subsection 2.1, we also introduce a new coupling for SDEs with distribution independent drifts by combining the refined basic coupling with the synchronous coupling, which is crucial in the study of the exponential ergodicity for the SDE (1.7) with a distribution-dependent drift. In Section 3 we first prove a slightly more general version of Theorem 1.4 and then we discuss its further extensions using the Lyapunov function – based on methods of Section 2, thus proving Theorem 1.5. Finally, in Section 4 we prove Theorem 1.2.

2. Exponential convergence for SDEs with Lévy noise

In this section, we will study the SDE (1.7) with distribution-independent drift, i.e.,

\[ dX_t = b(X_t) \, dt + dZ_t, \quad X_0 = x \in \mathbb{R}^d, \]  

where \( b : \mathbb{R}^d \to \mathbb{R}^d \) is a measurable function, and \( Z = (Z_t)_{t \geq 0} \) is a pure jump Lévy process on \( \mathbb{R}^d \). Denote by \( \nu \) the Lévy measure of the process \( Z \). We always assume that the SDE (2.1) has a unique strong solution, which is true, for example, for any noise \( Z \) if the drift \( b(x) \) is continuous and satisfies a one-sided Lipschitz condition, see [18, Theorem 2], or if \( b(x) \) is Hölder continuous and \( Z \) is a Lévy process whose Lévy measure satisfies some integrability conditions at zero and at infinity and whose transition semigroup enjoys certain regularity properties, see e.g. [13, 29, 41, 51].


In this part, we present a general approach, based on the probabilistic coupling method, to study the exponential convergence of the SDE given by (2.1). Let \( X := (X_t)_{t \geq 0} \) be the (unique) strong solution to the SDE (2.1). Then, the infinitesimal generator of \( X \) acting on \( C_b^2(\mathbb{R}^d) \) is given by

\[ Lf(x) = \int (f(x+z) - f(x) - \langle \nabla f(x), z \rangle \mathbb{1}_{|z| \leq 1}) \nu(dz) + \langle b(x), \nabla f(x) \rangle. \]  

To consider couplings of \( X \), we will make use of the coupling operator of the generator \( L \). A linear operator \( \tilde{L} : C_b^2(\mathbb{R}^{2d}) \to B_b(\mathbb{R}^d) \) is called a coupling operator of the SDE given by (2.1) (or of the generator \( L \) given by (2.2)), if

\[ \tilde{L}(f \otimes g)(x,y) = Lf(x), \quad \tilde{L}(1 \otimes g)(x,y) = Lg(y), \quad f, g \in C_b^2(\mathbb{R}^d), \]

where \((f \otimes g)(x,y) = f(x)g(y)\) denotes the tensor product of two functions \( f \) and \( g \). If the operator \( \tilde{L} \) can generate a Markov process \((X_t, Y_t)_{t \geq 0}\) on \( \mathbb{R}^{2d} \), then we call \((X_t, Y_t)_{t \geq 0}\) a Markovian coupling process of the process \( X \) determined by (2.1). In this case, \( \tilde{L} \) is called a Markovian coupling operator of \( X \) (or \( L \)). In particular, let \((\tilde{P}_t)_{t \geq 0}\) be the semigroup of the Markovian coupling process \((X_t, Y_t)_{t \geq 0}\), and \((P_t)_{t \geq 0}\) be the semigroup of the process \( X \). Then, for any \( f, g \in C_b^2(\mathbb{R}^d) \) and \( t > 0 \),

\[ \tilde{P}_t(f \otimes 1)(x,y) = P_tf(x), \quad \tilde{P}_t(1 \otimes g)(x,y) = P_tg(y). \]

Let \( \Phi \) be a function on \( \mathbb{R}^d \times \mathbb{R}^d \) such that \( \Phi(0,0) = 0 \) and \( \Phi \) is strictly positive elsewhere. Given two probability measures \( \mu_1 \) and \( \mu_2 \) on \( \mathbb{R}^d \), we define the following quantity (which can be called a Wasserstein-type distance or a Kantorovich distance)

\[ W_\Phi(\mu_1, \mu_2) = \inf_{\Pi \in \mathcal{E}(\mu_1, \mu_2)} \int_{\mathbb{R}^d \times \mathbb{R}^d} \Phi(x,y) \, d\Pi(x,y), \]
where $\mathcal{C}(\mu_1, \mu_2)$ is the collection of all measures on $\mathbb{R}^d \times \mathbb{R}^d$ having $\mu_1$ and $\mu_2$ as marginals. In particular, when $\Phi(x, y) = |x - y|$, $W_\Phi$ is just the standard $L^1$-Wasserstein distance, which is simply denoted by $W_1$ in the following; on the other hand, when $\Phi(x, y) = \mathbf{1}_{\{x \neq y\}}$, $W_\Phi$ leads to the total variation distance $W_\Phi(\mu_1, \mu_2) = \frac{1}{2}\|\mu_1 - \mu_2\|_{\text{Var}}$.

The following statement provides a general tool for showing exponential convergence in Wasserstein-type distances via the coupling method.

**Proposition 2.1.** Suppose that $\tilde{L}$ is a coupling operator for the SDE given by (2.1), generating a non-explosive Markovian coupling process $(X_t, Y_t)_{t \geq 0}$ such that $X_t = Y_t$ for all $t \geq T$, where $T := \inf\{t \geq 0 : X_t = Y_t\}$ is the coupling time of the process $(X_t, Y_t)_{t \geq 0}$. Assume that there exist a constant $\lambda > 0$ and a sequence of non-negative functions $\{\Phi_n(x, y)\}_{n \geq 1}$ on $\mathbb{R}^{2d}$ such that for any $n \geq 1$, $\Phi_n(x, x) = 0$ for all $x \in \mathbb{R}^d$, $\Phi_n(x, y) > 0$ for all $x \neq y \in \mathbb{R}^d$, and $\tilde{L}\Phi_n(x, y)$ is pointwise well defined, and such that for $n \geq 1$ large enough and for all $x, y \in \mathbb{R}^d$ with $1/n \leq |x - y| \leq n$,

$$
\tilde{L}\Phi_n(x, y) \leq -\lambda \Phi_n(x, y).
$$

Then for any $t > 0$ and $x, y \in \mathbb{R}^d$,

$$
W_{\Phi_\infty}(P_t(x, \cdot), P_t(y, \cdot)) \leq \Phi_\infty(x, y)e^{-\lambda t},
$$

where $\Phi_\infty = \liminf_{n \to \infty} \Phi_n$ and $P_t(x, \cdot)$ is the transition probability of the process $(X_t)_{t \geq 0}$ solving the SDE (2.1).

**Proof.** The proof follows step 2 of the proof of [33, Theorem 3.1] with some modifications. For the sake of completeness, we present all the details here. Let $(X_t, Y_t)_{t \geq 0}$ be the Markovian coupling process corresponding to the coupling operator $\tilde{L}$ in the statement. To prove the desired assertion, it is enough to verify that for $x, y \in \mathbb{R}^d$ with $|x - y| > 0$ and any $t > 0$,

$$
\tilde{E}^{(x,y)}\Phi_\infty(X_t, Y_t) \leq \Phi_\infty(x, y)e^{-\lambda t},
$$

where $\tilde{E}^{(x,y)}$ is the expectation of $(X_t, Y_t)_{t \geq 0}$ starting from $(x, y)$.

For $n \geq 1$ define the stopping time

$$
T_n = \inf\{t > 0 : |X_t - Y_t| \notin [1/n, n]\}.
$$

Since the coupling process $(X_t, Y_t)_{t \geq 0}$ is non-explosive, we have $T_n \uparrow T$ a.s. as $n \to \infty$. For any $x, y \in \mathbb{R}^d$ with $|x - y| > 0$, we take $n \geq 1$ large enough such that $1/n < |x - y| < n$. Let $\{\Phi_n\}_{n \geq 1}$ be the sequence of non-negative functions, and $\lambda$ be the constant given in the statement. Then, according to (2.3), for any $m \geq n$,

$$
\tilde{E}^{(x,y)}\left[e^{\lambda (t \wedge T_n)}\Phi_m(X_t \wedge T_n, Y_t \wedge T_n)\right] = \Phi_m(x, y) + \tilde{E}^{(x,y)}\left(\int_0^{t \wedge T_n} e^{\lambda s} [\lambda \Phi_m(X_s, Y_s) + \tilde{L}\Phi_m(X_s, Y_s)] \, ds\right)
\leq \Phi_m(x, y).
$$

Thus by Fatou’s lemma, first letting $m \to \infty$ and then $n \to \infty$ in the above inequality, we find that

$$
\tilde{E}^{(x,y)}(e^{\lambda (t \wedge T)}\Phi_\infty(X_t \wedge T, Y_t \wedge T)) \leq \Phi_\infty(x, y).
$$
Thanks to the facts that $Y_t = X_t$ for $t \geq T$ and $\Phi_\infty(x, x) = \liminf_{n \to \infty} \Phi_n(x, x) = 0$ for all $x \in \mathbb{R}^d$, we have $\Phi_\infty(X_t, Y_t) = 0$ for all $t \geq T$, which implies
\[
\mathbb{E}^{(x,y)}(e^{\lambda(t\wedge T)}\Phi_\infty(X_{t\wedge T}, Y_{t\wedge T})) = e^{\lambda(T\wedge T)}\Phi_\infty(X_t, Y_t)\mathbf{1}_{(T > t)} = e^{\lambda(T\wedge T)}\Phi_\infty(X_t, Y_t).
\]
This completes the proof. □

To apply Proposition 2.1, we need to construct a coupling operator $\bar{L}$ and a sequence of non-negative functions $\{\Phi_n(x, y)\}_{n \geq 1}$ on $\mathbb{R}^{2d}$ which are strictly positive outside the diagonal such that (2.3) is satisfied. For the exponential convergence in terms of a total variation-type distance, we will take $\Phi_n(x, y) \in C^2(\mathbb{R}^{2d})$ such that $\Phi_n(x, x) = 0$ and
\[
\Phi_n(x, y) = \psi_n(|x - y|) + \varepsilon(V(x) + V(y)), \quad |x - y| \geq 1/n,
\]
where $\varepsilon > 0$, $V \in C^2(\mathbb{R}^d)$ is a Lyapunov function and $\{\psi_n(|x - y|)\}_{n \geq 1}$ is a sequence of functions approximating $\psi$ on $[0, \infty)$ with $\psi(0) = 0$. It is obvious that $\lim_{n \to \infty} \Phi_n(x, y)$ is comparable to $(V(x) + V(y))\mathbf{1}_{(x \neq y)}$ and so, with this choice of $\Phi_n$, Proposition 2.1 could yield the exponential convergence in terms of the $V$-variation norm given for any probability measures $\mu_1$ and $\mu_2$ as $\|\mu_1 - \mu_2\|_{\text{Var}, V} := \sup_{f \in V} |\mu_1(f) - \mu_2(f)|$. The details will be provided in Subsection 2.2. As pointed out at the beginning of [16, Subsection 2.1], the choice of those additive metrics is partially motivated by the paper [20]. Concerning the exponential convergence in terms of $L^1$-Wasserstein-type distances, we will take
\[
\Phi_n(x, y) = \Phi(x, y) := \psi(|x - y|)(1 + \varepsilon(V(x) + V(y)))
\]
for all $n \geq 1$ and $x, y \in \mathbb{R}^d$, with a bounded concave function $\psi$ on $[0, \infty)$ satisfying $\psi(0) = 0$ and a Lyapunov function $V \in C^2(\mathbb{R}^d)$. Note that $\lim_{|x - y| \to 0} \Phi_n(x, y) = 0$, while the function $\Phi_n$ given by (2.4), associated with the variation-type distance above, is discontinuous near the diagonal. The details of the construction involving (2.5) will be provided in Subsection 2.3.

In order to construct the operator $\bar{L}$, we will adopt the refined basic coupling for the SDE (2.1) from [33]. To describe the refined basic coupling, we start with a coupling for the Lévy measure $\nu$. To this end, we introduce the notation
\[
x \to x + z, \quad \nu(dz)
\]
for a transition from a point $x \in \mathbb{R}^d$ to the point $x + z$, with the jump intensity $\nu(dz)$. Roughly speaking, the essential idea of the basic coupling is to make the two marginal processes jump to the same point with the biggest possible rate, where the biggest jump rate is the maximal common part of the jump intensities. In the Lévy setting, it takes the form
\[
\mu_{y-x}(dz) := [\nu \wedge (\delta_{y-x} \ast \nu)](dz),
\]
where $x$ and $y$ correspond to the positions of the two marginal processes before the jump. Note that for $x \neq 0$,
\[
\mu_x(\mathbb{R}^d) \leq \int_{|z| \leq |x|/2} (\delta_x \ast \nu)(dz) + \int_{|z| > |x|/2} \nu(dz) \leq 2 \int_{|z| > |x|/2} \nu(dz) < \infty,
\]
i.e., $\mu_x$ is a finite measure on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$ for any $x \neq 0$. Let $\kappa_0$ be a fixed constant. For any $x, y \in \mathbb{R}^d$ and $\kappa \in (0, \kappa_0]$, define $(x - y)_\kappa = (1 \wedge \kappa/|x - y|)(x - y)$. We use the
convention that \((x - x)_\kappa = 0\). Then the refined basic coupling of \(L\), first introduced in [33, Section 2.1], is given as follows:

\[
(x, y) \mapsto \begin{cases} 
(x + z, y + z + (x - y)_\kappa), & \frac{1}{2}\mu_{(y - x)_\kappa}(dz), \\
(x + z, y + z + (y - x)_\kappa), & \frac{1}{2}\mu_{(x - y)_\kappa}(dz), \\
(x + z, y + z), & (\nu - \frac{1}{2}\mu_{(x - y)_\kappa} - \frac{1}{2}\mu_{(y - x)_\kappa})(dz).
\end{cases}
\]

We see that if \(|x - y| \leq \kappa\), then (2.7) is reduced into

\[
(x, y) \mapsto \begin{cases} 
(x + z, y + z + (x - y)), & \frac{1}{2}\mu_{y - x}(dz), \\
(x + z, y + z + (y - x)), & \frac{1}{2}\mu_{x - y}(dz), \\
(x + z, y + z), & (\nu - \frac{1}{2}\mu_{y - x} - \frac{1}{2}\mu_{x - y})(dz).
\end{cases}
\]

The first row in the coupling above corresponds to the two marginal processes jumping to the same point. Note that the distance between the two marginals decreases from \(|x - y|\) to \(|(x + z) - (y + z + (x - y))|\) = 0; this is indeed the idea of the basic coupling for Markov \(q\)-processes in [12, Example 2.10]. However, unlike in the basic coupling, here we send the marginal processes to the same point only with half the maximal possible probability, since we want to apply the synchronous (rather than the independent) coupling to the remaining jumps (see [33, Section 2.1] for more details). Hence we also need the second row, which corresponds to the change of the distance from \(|x - y|\) to \(2|x - y|\), and the last row, which is just a synchronous movement. If \(|x - y| > \kappa\), then according to the first two rows in (2.7), the distances after the jump are \(|x - y| - \kappa\) and \(|x - y| + \kappa\), respectively. Hence the marginal processes can jump to the same point only if they are already close to each other before the jump (based on the threshold parameter \(\kappa > 0\)). Otherwise, they can only move slightly closer towards each other. Note that the introduction of \(\kappa\) prevents a situation in which the two marginal processes could never couple if they only have finite range jumps (i.e., the sizes of jumps are bounded). Since this construction can be interpreted as a modification of the basic coupling from [12, Example 2.10], we call the coupling given by (2.7) the refined basic coupling for pure jump Lévy processes.

Motivated by the intuitive description above, we define for any \(F \in C_b^2(\mathbb{R}^d \times \mathbb{R}^d)\),

\[
\widetilde{L}F(x, y) = \frac{1}{2} \int \left( F(x + z, y + z + (x - y)_\kappa) - F(x, y) - \langle \nabla_x F(x, y), z \rangle \mathbb{I}_{\{|z| \leq 1\}} \\
- \langle \nabla_y F(x, y), z + (x - y)_\kappa \rangle \mathbb{I}_{\{|z + (x - y)_\kappa| \leq 1\}} \right) \mu_{(y - x)_\kappa}(dz) \\
+ \frac{1}{2} \int \left( F(x + z, y + z + (y - x)_\kappa) - F(x, y) - \langle \nabla_x F(x, y), z \rangle \mathbb{I}_{\{|z| \leq 1\}} \\
- \langle \nabla_y F(x, y), z + (y - x)_\kappa \rangle \mathbb{I}_{\{|z + (y - x)_\kappa| \leq 1\}} \right) \mu_{(x - y)_\kappa}(dz) \\
+ \int \left( F(x + z, y + z) - F(x, y) - \langle \nabla_x F(x, y), z \rangle \mathbb{I}_{\{|z| \leq 1\}} \\
- \langle \nabla_y F(x, y), z \rangle \mathbb{I}_{\{|z| \leq 1\}} \right) \left( \nu - \frac{1}{2}\mu_{(y - x)_\kappa} - \frac{1}{2}\mu_{(x - y)_\kappa} \right)(dz) \\
+ \langle \nabla_x F(x, y), b(x) \rangle + \langle \nabla_y F(x, y), b(y) \rangle.
\]
Due to the facts that $\mu_x$ is a finite measure on $(\mathbb{R}^d, \mathcal{B}^d)$ for all $x \neq 0$ and $\delta_x \ast \mu_{-x} = \mu_x$ (see [33, Corollary A.2]), we can check that $\mathcal{L}$ defined by (2.8) is a coupling operator for the generator $L$ given by (2.2).

Below we briefly show that the coupling operator $\mathcal{L}$ generates a Markovian coupling process, which can be obtained as the unique strong solution to an SDE on $\mathbb{R}^d$. First, by the Lévy-Itô decomposition, there exists a Poisson random measure $N$ associated with the pathwise unique strong solution, which is a non-explosive coupling process (2.2) on $\mathbb{R}^d$. According to [33, Propositions 2.2 and 2.3], the SDE (2.9) has a unique strong solution, which can be obtained as the unique strong solution to an SDE on $\mathbb{R}^d$. Since we assume that (2.1) (i.e., the first equation in (2.9)) has a non-explosive and continuous if the SDE (2.1) has a unique strong solution (which can be the case for

\begin{equation}
\frac{d}{dt}Z_t = \int_{\{|z| > 1\}} z N(dt, dz) + \int_{\{|z| \leq 1\}} z \tilde{N}(dt, dz),
\end{equation}

where $\tilde{N}(dt, dz) = N(dt, dz) - dt \nu(dz)$ is the compensated Poisson random measure. Following the ideas from [34, Section 2.2] and [33, Section 2.2], we extend the Poisson random measure $N$ from $\mathbb{R}_+ \times \mathbb{R}^d$ to $\mathbb{R}_+ \times \mathbb{R}^d \times [0, 1]$ in the following way

\begin{equation}
N(ds, dz, du) = \sum_{\{0 < s' \leq s, \Delta Z_{s'} \neq 0\}} \delta(s', \Delta Z_{s'}) (ds, dz) \mathbb{1}_{[0,1]}(du)
\end{equation}

and we write

\begin{equation}
Z_t = \int_0^t \int_{\mathbb{R}^d \times [0,1]} z \tilde{N}(ds, dz, du),
\end{equation}

where

\begin{equation}
\tilde{N}(ds, dz, du) = \mathbb{1}_{\{|z| > 1\}} \times [0,1] N(ds, dz, du) + \mathbb{1}_{\{|z| \leq 1\}} \times [0,1] \tilde{N}(ds, dz, du).
\end{equation}

We further define the control function $\rho$ as follows: for any $x, z \in \mathbb{R}^d$,

\begin{equation}
\rho(x, z) = \frac{\mu_x(dz)}{\nu(dz)} = \frac{\nu \wedge (\delta_x \ast \nu)(dz)}{\nu(dz)} \in [0, 1].
\end{equation}

Recall that for any $x \neq 0$, $(x)_\kappa = (1 \wedge (\kappa/|x|))x$. Fix any $x, y \in \mathbb{R}^d$ with $x \neq y$. We consider the system of equations:

\begin{equation}
\begin{cases}
    dX_t = b(X_t) \, dt + dZ_t, & X_0 = x, \\
    dY_t = b(Y_t) \, dt + dZ_t + dL_t^*, & Y_0 = y,
\end{cases}
\end{equation}

where

\begin{equation}
\frac{d}{dt}L_t^* = \int_{\mathbb{R}^d \times [0,1]} S(U_t, z, u) \, N(dt, dz, du)
\end{equation}

with $U_t = X_t - Y_t$ and

\begin{equation}
S(U_t, z, u) = (U_t)_\kappa \left[ \mathbb{1}_{\{u \leq \frac{1}{2} \rho((-U_t)_\kappa, z)\}} - \mathbb{1}_{\{\frac{1}{2} \rho((-U_t)_\kappa, z) < u \leq \frac{1}{2} \rho((-U_t)_\kappa, z) + \rho(U_t)_\kappa, z)\}} \right].
\end{equation}

According to [33, Propositions 2.2 and 2.3], the SDE (2.9) has a unique strong solution, which is a non-explosive coupling process $(X_t, Y_t)_{t \geq 0}$ of the SDE (2.1). Since we assume that (2.1) (i.e., the first equation in (2.9)) has a non-explosive and pathwise unique strong solution $(X_t)_{t \geq 0}$, the sample paths of $(Y_t)_{t \geq 0}$ can be obtained by repeatedly modifying those of the unique strong solution of the following equation:

\begin{equation}
\frac{d}{dt} \tilde{Y}_t = b(\tilde{Y}_t) \, dt + dZ_t, \quad Y_0 = y
\end{equation}

with aid of the so-called interlacing technique. Hence the uniqueness of the strong solution to (2.9) immediately follows; see the proof of [33, Proposition 2.2]. Note also that in this argument we do not need to assume that $b(x)$ is locally Lipschitz continuous if the SDE (2.1) has a unique strong solution (which can be the case for
non-locally Lipschitz drifts too, see e.g. \[13, 29, 41, 51\]). Moreover, the generator of \((X_t, Y_t)_{t \geq 0}\) is the refined basic coupling operator \(\tilde{L}\) defined by (2.8), and \(X_t = Y_t\) for any \(t \geq T\), where \(T = \inf\{t \geq 0 : X_t = Y_t\}\) is the coupling time of the process \((X_t, Y_t)_{t \geq 0}\). In particular, the refined basic coupling \(\tilde{L}\) generates a Markovian coupling process \((X_t, Y_t)_{t \geq 0}\) which satisfies the assumptions in Proposition 2.1.

For the later use, we further show two properties for the coupling operator \(\tilde{L}\) and the coupling process \((X_t, Y_t)_{t \geq 0}\). First, due to (2.8) and the fact (see [33, Corollary A.2] again) that \(\delta_{x^*} * \mu_{-x} = \mu_x\), it holds that, for any \(\psi \in C_b^1([0, \infty))\) and \(x, y \in \mathbb{R}^d\) with \(x \neq y\),

\[
\tilde{L}\psi(|x - y|) = \frac{1}{2} \mu_{(x-y)_+}(\mathbb{R}^d) \left[ \psi\left(|x - y| + \kappa \wedge |x - y|\right) + \psi\left(|x - y| - \kappa \wedge |x - y|\right) - 2\psi(|x - y|) \right] + \frac{\psi'(|x - y|)}{|x - y|}(b(x) - b(y), x - y).
\]

Second, let \((X_t, Y_t)_{t \geq 0}\) be the coupling process constructed above. Recall that for any \(t \geq 0\), \(U_t = X_t - Y_t\). Then, it follows from the system (2.9) that

\[
dU_t = (b(X_t) - b(Y_t)) \, dt - \int_{\mathbb{R}^d \times [0,1]} S(U_{t-}, z, u) \, N(dt, dz, du).
\]

Take \(\psi \in C_b^1([0, \infty))\) with \(\psi \geq 0\). By the Itô formula,

\[
d\psi(|U_t|) = \frac{\psi'(|U_t|)}{|U_t|} \langle U_t, b(X_t) - b(Y_t) \rangle \, dt \\
+ \int_{\mathbb{R}^d \times [0,1]} \left( \psi(|U_{t-} - S(U_{t-}, z, u)|) - \psi(|U_{t-}|) \right) \nu(dz) \, du \\
+ \int_{\mathbb{R}^d \times [0,1]} \left( \psi(|U_{t-} - S(U_{t-}, z, u)|) - \psi(|U_{t-}|) \right) \tilde{N}(dt, dz, du).
\]

This along with (2.10) implies that we can rewrite (2.11) as follows

\[
d\psi(|U_t|) = \tilde{L}\psi(|U_t|) \, dt + dM_t^\psi,
\]

where

\[
dM_t^\psi = \int_{\mathbb{R}^d \times [0,1]} \left( \psi(|U_{t-} - S(U_{t-}, z, u)|) - \psi(|U_{t-}|) \right) \tilde{N}(dt, dz, du)
\]

is a local martingale. We also note that (2.10) can be deduced from (2.11) directly. In the sequel the coupling operator for the Lévy process \(Z\) without a drift (i.e., with \(b(x) = 0\) for all \(x \in \mathbb{R}^d\) in (2.1)) will be denoted by \(\tilde{L}_Z\).

In order to deal with the SDE (1.7) with distribution-dependent drift in Section 3, we will need to introduce a new coupling for (2.1) by combining the refined
basic coupling with the synchronous coupling. To this end, for any fixed \( \delta > 0 \), let \( \phi_\delta : [0, \infty) \to [0, 1] \) be a smooth function such that

\[
\phi_\delta(r) = \begin{cases} 
0, & 0 \leq r \leq \delta/2, \\
\frac{\delta}{2} - r, & \frac{\delta}{2} \leq r \leq \delta, \\
1, & r \geq \delta.
\end{cases}
\]

(2.12)

We then define a coupling operator \( \tilde{L}_Z^\delta \) given for any \( F \in C_0^2(\mathbb{R}^d \times \mathbb{R}^d) \) by

\[
\tilde{L}_Z^\delta F(x, y) = \phi_\delta(|x - y|) \cdot \tilde{L}_Z F(x, y) + (1 - \phi_\delta(|x - y|)) \cdot \tilde{L}_Z \ast F(x, y),
\]

where \( \tilde{L}_Z \ast \) denotes the synchronous coupling operator for the Lévy process \( \tilde{Z} \) with the generator \( \tilde{L}_Z \).

Similarly as for \( \tilde{L}_Z \), we can prove that \( \tilde{L}_Z^\delta \) defined this way is indeed a coupling operator for the Lévy process \( Z \), cf. [33, Section 2]. The coupling works as the refined basic coupling when the distance between the marginal processes is larger than \( \delta/2 \), and is a mixture of the refined basic coupling and the synchronous coupling in the remaining case. We can construct a coupling process \( (X_t, Y_t^\delta)_{t \geq 0} \) with the generator \( \tilde{L}^\delta \) defined for \( F \in C_0^2(\mathbb{R}^d \times \mathbb{R}^d) \) as

\[
\tilde{L}^\delta F(x, y) = \tilde{L}_Z^\delta F(x, y) + \langle \nabla_x F(x, y), b(x) \rangle + \langle \nabla_y F(x, y), b(y) \rangle
\]

exactly as described above by considering the system of SDEs

\[
\begin{align*}
    &\left\{ \begin{array}{ll}
    dX_t = b(X_t) \, dt + dZ_t, & X_0 = x, \\
    dY_t^\delta = b(Y_t^\delta) \, dt + dZ_t + dL_t^\delta, & Y_0^\delta = y,
    \end{array} \right.
\end{align*}
\]

where

\[
dL_t^\delta = \int_{\mathbb{R}^d \times [0, 1]} S^\delta(U_{t-z}^\delta, z, u) \, N(dt, dz, du)
\]

with

\[
S^\delta(U_{t-z}^\delta, z, u) = \begin{cases} 
1, & u \leq \frac{1}{2} \rho((U_{t-z}^\delta)_z), \\
(1 - \frac{1}{2} \rho((U_{t-z}^\delta)_z))^\phi_\delta(U_t^\delta), & u > \frac{1}{2} \rho((U_{t-z}^\delta)_z) \leq \frac{1}{2} \rho((U_{t-z}^\delta)_z) + \rho((U_t^\delta)_z, z), \\
0, & \frac{1}{2} \rho((U_{t-z}^\delta)_z) > \frac{1}{2} \rho((U_{t-z}^\delta)_z) + \rho((U_t^\delta)_z, z).
\end{cases}
\]

(2.15)

and \( U_t^\delta = X_t - Y_t^\delta \).

In the next two subsections, we will apply the refined basic coupling operator \( \tilde{L} \) to study the exponential ergodicity for the SDE (2.1). Hence, according to Proposition 2.1, the main task is to construct an appropriate sequence of non-negative functions \( \{F_n(x, y)\}_{n \geq 1} \) such that (2.3) is satisfied. By the remarks below the proof of Proposition 2.1, in Subsections 2.2 and 2.3 we will consider convergence in terms of additive distance and multiplicative distance, respectively.
2.2. Exponential ergodicity for the SDE (2.1): additive distance. In this part, we assume the following conditions.

Assumption (A)

(i) There is a constant $K_1 > 0$ such that for all $x, y \in \mathbb{R}^d$,
\[
(b(x) - b(y), x - y) \leq K_1(|x - y|^2 \vee |x - y|).
\]

(ii) There is a constant $0 < \kappa_0 \leq 1$ such that
\[
(2.16) \quad J(\kappa_0) := \inf_{x \in \mathbb{R}^d, |x| \leq \kappa_0} \left[ \nu \wedge (\delta_x * \nu) \right](\mathbb{R}^d) > 0.
\]

(iii) There are a $C^2$-function $V : \mathbb{R}^d \to [1, \infty)$ and constants $C, \lambda > 0$ such that $V(x) \to \infty$ as $|x| \to \infty$, and
\[
(2.17) \quad LV(x) \leq C - \lambda V(x), \quad x \in \mathbb{R}^d,
\]
where $L$ is the infinitesimal generator given by (2.2).

We emphasise that in this section we always assume that the SDE (2.1) has a unique strong solution. Note that condition (i) is weaker than the standard one-side Lipschitz condition (see Assumption (B) (i) below). In particular, it is easy to see that condition (i) is satisfied for any bounded measurable function $b$. Note that in the one-dimensional case the SDE (2.1) driven by a symmetric $\alpha$-stable process with $\alpha \in (1, 2)$ has a strong solution, even when $b(x)$ is only bounded measurable; see [45]. However, in the general case some additional properties of the drift and the driving noise may be required in order to guarantee existence of a unique strong solution to (2.1), as discussed at the beginning of this section. Moreover, in order to construct a Lyapunov function $V$ satisfying (2.17) we may have to impose some further assumptions on $b$ and the driving Lévy process $Z$. For example, if $\int_{|z| \geq 1} |z| \nu(dz) < \infty$ and there are constants $c_0, l_0 > 0$ such that $\langle b(x), x \rangle \leq -c_0|x|^2$ for all $x \in \mathbb{R}^d$ with $|x| \geq l_0$, then (2.17) holds with a radial function $V \in C^2(\mathbb{R}^d)$ such that $V(x) \geq 1$ for all $x \in \mathbb{R}^d$ and $V(x) = 1 + |x|$ for $|x| \geq 1$, see Lemma 3.5 and Remark 3.6 for details. Alternatively, suppose that $\int_{|z| \geq 1} |z|^\alpha \nu(dz) < \infty$ does not hold, but we assume the weaker condition $\int_{|z| \geq 1} |z|^\alpha \nu(dz) < \infty$ for some $\alpha \in (0, 1)$. In this case, if there are constants $c_0, l_0 > 0$ such that $\langle b(x), x \rangle \leq -c_0|x|^2$ for all $x \in \mathbb{R}^d$ with $|x| \geq l_0$, then (2.17) holds with $V(x) = (1 + |x|^2)^{\beta/2}$ for any $\beta \in (0, \alpha]$, cf. (the proof of) [22, Lemma 3.1].

Theorem 2.2. Under Assumption (A), there are constants $C_0, \lambda_0 > 0$ such that for all $x, y \in \mathbb{R}^d$ and $t > 0$,
\[
W_\Phi(P_t(x, \cdot), P_t(y, \cdot)) \leq C_0 e^{-\lambda_0 t} \Phi(x, y),
\]
where $\Phi(x, y) = (V(x) + V(y))1_{\{x \neq y\}}$.

As a direct consequence of Theorem 2.2, we have

Corollary 2.3. Under Assumption (A), the process $(X_t)_{t \geq 0}$ is exponentially ergodic; more explicitly, there are a unique invariant probability measure $\mu$, a constant $\lambda_0$ and a measurable function $C_0(x)$ such that for all $x \in \mathbb{R}^d$ and $t > 0$,
\[
\|P_t(x, \cdot) - \mu\|_{\text{Var}, V} \leq C_0(x) e^{-\lambda_0 t},
\]
where for any probability measure $\mu_1$ and $\mu_2$,
\[
\|\mu_1 - \mu_2\|_{\text{Var}, V} = \sup_{|f| \leq V} |\mu_1(f) - \mu_2(f)|.
\]
Proof. Assumption (A) (iii) is the well-known Foster-Lyapunov type condition in the study of stability of Markov processes, see [40] for more details. In particular, according to (2.17) and [40, Theorem 3.1], we know that $E^x V(X_t) < \infty$ for all $x \in \mathbb{R}^d$ and $t > 0$. On the other hand, it was proven in [20, Lemma 2.1] that for any probability measures $\mu_1$ and $\mu_2$,

$$\| \mu_1 - \mu_2 \|_{\text{Var}, V} = W_\phi(\mu_1, \mu_2),$$

where $\Phi(x, y) = (V(x) + V(y)) \mathbb{1}_{\{x \neq y\}}$. Then, combining these two conclusions with Theorem 2.2 and some standard arguments (see for example the proof of [34, Corollary 1.8]), we can prove the desired assertion. \qed

Remark 2.4. We give some comments on Assumption (A) and Theorem 2.2.

(i) We first make remarks on Assumption (A)(i) and (ii) respectively. When $b(x)$ is locally bounded, (i) holds locally, i.e., (i) holds for all $x, y \in B(0, R)$ and $R > 0$, cf. Remark 2.6 on how to extend Theorem 2.2 to hold under a local version of (i). Condition (ii) is very weak and can be true even for finite Lévy measures; see [43, Proposition 1.5] and [34, Remark 1.7].

(ii) Theorem 2.2 and Corollary 2.3 give us a new way to yield the exponential ergodicity for SDEs with additive Lévy noises. We emphasize that the common approach to ergodicity is based on verifying the irreducibility and the strong Feller property of the associated Markov processes; however, we believe that such approach is not easy to apply only under Assumption (A). We further note that an analogous result for diffusions was shown in [16, Theorem 2.1] under an additional growth condition [16, Assumption 2.3] for the Lyapunov function $V$ (which essentially states that there is a constant $C_0 > 0$ such that $V(x) \geq C_0(1 + |x|)$ for large $|x|$, see [16, Lemma 2.1]); nevertheless, in the present setting we do not require this additional assumption.

(iii) Explicit estimate for the (rate) constant $\lambda_0$ in Theorem 2.2 is available at the end of its proof.

To prove Theorem 2.2, we begin with the following lemma.

Lemma 2.5. Let $\psi \in C^1([0, \infty))$. Then the following hold.

(i) If $\psi'$ is decreasing, then for any $0 \leq \delta \leq r$,

$$\psi(r + \delta) + \psi(r - \delta) - 2\psi(r) \leq 0.$$

(ii) Suppose that $\psi \in C([0, 2l_0]) \cap C^4((0, 2l_0])$ for some $l_0 > 0$ such that $\psi' > 0$, $\psi'' \leq 0$, $\psi''' \geq 0$ and $\psi^{(4)} \leq 0$ on $(0, 2l_0]$. Then, for any $0 \leq \delta \leq r \leq l_0$,

$$\psi(r + \delta) + \psi(r - \delta) - 2\psi(r) \leq \psi'''(r)\delta^2.$$

Proof. The assertion (i) is trivial if $\delta = 0$, thus we assume $\delta > 0$. By the mean value formula, there exist constants $\xi_1 \in (r, r + \delta)$ and $\xi_2 \in (r - \delta, r)$ such that

$$\psi(r + \delta) - \psi(r) = \psi'(\xi_1)\delta,$$

and

$$\psi(r - \delta) - \psi(r) = -\psi'(\xi_2)\delta.$$

Therefore,

$$\psi(r + \delta) + \psi(r - \delta) - 2\psi(r) = (\psi'(\xi_1) - \psi'(\xi_2))\delta \leq 0,$$

since $\psi'$ is decreasing.
To prove (ii), we will still assume $\delta > 0$. Similar to the proof of (i), by the Taylor formula, there exist constants $\xi_1 \in (r, r + \delta)$ and $\xi_2 \in (r - \delta, r)$ such that
\[
\psi(r + \delta) = \psi(r) + \psi'(r)\delta + \frac{1}{2}\psi''(r)\delta^2 + \frac{1}{6}\psi'''(\xi_1)\delta^3,
\]
\[
\psi(r - \delta) = \psi(r) - \psi'(r)\delta + \frac{1}{2}\psi''(r)\delta^2 - \frac{1}{6}\psi'''(\xi_2)\delta^3.
\]
Therefore,
\[
\psi(r + \delta) + \psi(r - \delta) - 2\psi(r) = \psi''(r)\delta^2 + \frac{\delta^3}{6}[\psi'''(\xi_1) - \psi'''(\xi_2)] \leq \psi''(r)\delta^2,
\]
since $\psi''$ is decreasing due to $\psi^{(4)} \leq 0$.  

Proof of Theorem 2.2. (i) For any $n \geq 1$, define $\Phi_n(x, y) \in C^2(\mathbb{R}^d)$ such that
\[
\Phi_n(x, y) = \begin{cases} 
\psi(|x - y|), & 0 \leq |x - y| \leq 1/(n + 1), \\
\leq a + \psi(|x - y|) + \varepsilon(V(x) + V(y)), & 1/(n + 1) \leq |x - y| \leq 1/n, \\
= a + \psi(|x - y|) + \varepsilon(V(x) + V(y)), & |x - y| \geq 1/n.
\end{cases}
\]
Here,
\[
\psi(r) = \begin{cases} 
1 - e^{-\sigma r}, & r \in [0, 2l_0], \\
1 - e^{-2c\varepsilon l_0} + ce^{-2c\varepsilon l_0} \frac{r - 2l_0}{1 + r - 2l_0}, & r > 2l_0
\end{cases}
\]
with
\[
l_0 = \sup_{(x, y) \in S_0} |x - y| + 1, \quad c = \frac{4K_1 l_0}{J(\kappa) \kappa^2} + 1
\]
and
\[
S_0 = \{(x, y) \in \mathbb{R}^d : \lambda(V(x) + V(y)) \leq 16C\};
\]
the function $V$ and the constants $\lambda, C, K_1, J(\kappa)$ are given in Assumption (A); and
\[
a = \frac{4K_1 c}{J(\kappa) \kappa^2} + \kappa^2 c^2 e^{-c l_0}, \quad \varepsilon = \frac{1}{16C} J(\kappa) \kappa^2 c^2 e^{-c l_0}.
\]
Note that $\sup_{(x, y) \in S_0} |x - y| < \infty$ and so $l_0 < \infty$, since $V(x) \to \infty$ as $|x| \to \infty$ by Assumption (A)(iii).

According to the definition of $\Phi_n(x, y)$, we know that for any $n \geq 1$ and $x, y \in \mathbb{R}^d$ with $|x - y| \geq 1/n$, 
\[
(2.18) \quad \tilde{L}\Phi_n(x, y) \leq \tilde{L}\psi_n(|x - y|) + \tilde{L}(\varepsilon(V(x) + V(y))),
\]
where
\[
\psi_n(r) = \begin{cases} 
\psi(r), & 0 \leq r \leq 1/(n + 1), \\
\leq a + \psi(r), & 1/(n + 1) \leq r \leq 1/n, \\
= a + \psi(r), & r \geq 1/n.
\end{cases}
\]
(ii) For any $n \geq 1$ and $r \in [1/n, \infty)$, we have $\psi_n(r) = a + \psi(r)$ and $\psi_n'(r) = \psi'(r)$. Therefore, for any $\kappa \in (0, \kappa_0]$ and $r > 0$,
\[
\psi_n(r - \kappa \wedge r) = \psi_n(r - \kappa \wedge r) \mathbb{1}_{\{r > \kappa\}} \leq (a + \psi(r - \kappa \wedge r)) \mathbb{1}_{\{r > \kappa\}}
\]
\[
= (a + \psi(r - \kappa \wedge r)) - (a + \psi(r - \kappa \wedge r)) \mathbb{1}_{\{r \leq \kappa\}}
\]
\[
= (a + \psi(r - \kappa \wedge r)) - a \mathbb{1}_{\{r \leq \kappa\}}.
\]
Recall that, under Assumption (A)(ii), for any $0 < \kappa \leq \kappa_0 \leq 1$, we have $J(\kappa) = \inf_{0 < s \leq \kappa} J(s) > 0$. For any $r \in (1/n, l_0]$,

$$
\frac{1}{2} J(\kappa \land r) \left[ \psi_n(r + r \land \kappa) + \psi_n(r - r \land \kappa) - 2 \psi_n(r) \right]
\leq \frac{1}{2} J(\kappa \land r) \left[ \psi(r + r \land \kappa) + \psi(r - r \land \kappa) - 2 \psi(r) \right] - \frac{a}{2} J(\kappa \land r) \mathbf{1}_{\{r \leq \kappa \land l_0\}}.
$$

(2.19)

On the other hand, to check that the function $\psi$ above satisfies all the conditions in both statements of Lemma 2.5. Hence, according to (2.10), (2.19) and Assumption (A)(i), for any $x, y \in \mathbb{R}^d$ with $1/n \leq |x - y| \leq \kappa$,

$$
\tilde{L}\psi_n(|x - y|) \leq \frac{1}{2} J(|x - y|) \left[ \psi_n(2|x - y|) - 2 \psi_n(|x - y|) \right] + K_1 \psi_n(|x - y|)
\leq -\frac{a}{2} J(\kappa) + \frac{1}{2} J(\kappa)|x - y|^2 \psi''(|x - y|) + K_1 \psi_n(|x - y|)
\leq -\frac{a}{2} J(\kappa) + K_1 c \leq -\frac{a}{4} J(\kappa);
$$

for any $x, y \in \mathbb{R}^d$ with $\kappa < |x - y| \leq l_0$,

$$
\tilde{L}\psi_n(|x - y|) \leq \frac{1}{2} J(\kappa) \kappa^2 \psi''(|x - y|) + K_1 l_0 \psi(|x - y|)
\leq -\frac{1}{4} J(\kappa) \kappa^2 e^{-c|x-y|} \leq -\frac{1}{4} J(\kappa) \kappa^2 e^{-c_0};
$$

and for any $x, y \in \mathbb{R}^d$ with $|x - y| > l_0$,

$$
\tilde{L}\psi_n(|x - y|) \leq K_1 |x - y| \psi(|x - y|)
\leq K_1 \max \left\{ \sup_{r \leq \kappa \land l_0} r \psi'(r), \sup_{r > 2l_0} r (1 + r - 2l_0)^{-2} \right\}
= K_1 l_0 \psi'(l_0) \leq \frac{1}{4} J(\kappa) \kappa^2 e^{-c_0}.
$$

(2.20)

Putting all the estimates together, we find that

$$
\tilde{L}\psi_n(|x - y|) \leq \begin{cases}
-\frac{a}{4} J(\kappa), & 1/n \leq |x - y| \leq \kappa, \\
-\frac{1}{4} J(\kappa) \kappa^2 e^{-c_0}, & \kappa < |x - y| \leq l_0, \\
\frac{1}{4} J(\kappa) \kappa^2 e^{-c_0}, & |x - y| > l_0,
\end{cases}
$$

On the other hand, by (2.17) in Assumption (A)(iii) and the definition of the coupling operator, for all $x, y \in \mathbb{R}^d$,

$$
\tilde{L}[\varepsilon(V(x) + V(y))] = \varepsilon(LV(x) + LV(y)) \leq \begin{cases}
2\varepsilon C, & (x, y) \in S_0, \\
-\frac{\varepsilon^2}{2}(V(x) + V(y)), & (x, y) \notin S_0.
\end{cases}
$$

According to the choice of $\varepsilon$ and (2.18), we conclude that for any $n \geq 1$ and $x, y \in \mathbb{R}^d$ with $|x - y| \geq 1/n$,

$$
\tilde{L}\Phi_n(x, y) \leq \tilde{L}\psi_n(|x - y|) + \tilde{L}[(V(x) + V(y))]
\leq \begin{cases}
-\frac{1}{8} J(\kappa) \kappa^2 e^{-c_0}, & (x, y) \in S_0, \\
-\frac{1}{4}(V(x) + V(y)), & (x, y) \notin S_0
\end{cases}
\leq -\lambda_0 [\psi_n(|x - y|) + \varepsilon(V(x) + V(y))]
= -\lambda_0 \Phi_n(x, y),
$$
where
\[ \lambda_0 = \min \left\{ \frac{\lambda J(\kappa)\kappa^2\epsilon c_2\epsilon e^{-\epsilon c_2\lambda_0}}{8(\lambda + a\lambda + 16C\epsilon)} , \frac{4\epsilon \lambda C}{16C\epsilon + \lambda(1 + a + ce^{-\epsilon c_2\lambda_0})} \right\}. \]

This, along with Proposition 2.1 and the fact that for all \( n \geq 1 \) and \( x, y \in \mathbb{R}^d \),
\[ \epsilon(V(x) + V(y)) \leq \psi_n(|x - y|) + \epsilon(V(x) + V(y)) \leq [(1 + a + ce^{-\epsilon c_2\lambda_0}) + \epsilon](V(x) + V(y)), \]
where we used \( V(x) \geq 1 \) for all \( x \in \mathbb{R}^d \) and \( \psi(r) \leq 1 + ce^{-\epsilon c_2\lambda_0} \) for all \( r \geq 0 \), proves the desired assertion. \( \square \)

**Remark 2.6.** Motivated by [52, Section 1.6.1], we can extend Theorem 2.2 by replacing the global condition, Assumption (A)(i) on \( b(x) \), by a local one. More precisely, in the proof above, we replace \( K_1 \) by \( K_1(l_0) \) which satisfies that for all \( x, y \in \mathbb{R}^d \) with \( |x - y| \leq l_0 \),\n\[ \langle b(x) - b(y), x - y \rangle \leq K_1(l_0)(|x - y|^2 \lor |x - y|), \]
and change the argument for (2.20) as that for any \( x, y \in \mathbb{R}^d \) with \( |x - y| > l_0 \),
\[ \tilde{L}\psi_n(|x - y|) \leq |b(x) - b(y)|\psi'(|x - y|) \]
\[ \leq |b(x) - b(y)| \max \left\{ \sup_{l_0 \leq r \leq 2l_0} \psi'(r), \psi'(2l_0) \sup_{r > 2l_0} (1 + r - 2l_0)^{-2} \right\} \]
\[ = |b(x) - b(y)| \psi'(l_0). \]

Thus, we can follow the proof of Theorem 2.2 and obtain that, if for any \((x, y) \notin S_0\),
\[ V(x) + V(y) \geq \frac{64C}{\lambda(J(\kappa)\kappa^2 + 4K_1(l_0)l_0)} |b(x) - b(y)|, \]
then, there exists \( \lambda_0 > 0 \) (which is different from that in the proof of Theorem 2.2) such that for any \( n \geq 1 \) and \( x, y \in \mathbb{R}^d \) with \( |x - y| \geq 1/n \),
\[ \tilde{L}\Phi_n(x, y) \leq -\lambda_0 \Phi_n(x, y). \]

In particular, the conclusion of Theorem 2.2 still holds true under Assumption (A)(ii)-(iii), (2.21) and (2.22).

Finally, we present the proof of Theorem 1.1.

**Proof of Theorem 1.1.** It is easy to see that condition (1.4) implies Assumption (A)(i). Moreover, it can be shown that condition (1.2), along with the assumption that \( \int \{ |z| \nu(dz) < \infty \), implies Assumption (A)(iii) with a Lyapunov function \( V \) such that \( V(x) \geq 1 \) for all \( x \in \mathbb{R}^d \) and \( V(x) = |x| + 1 \) for \( |x| \geq 1 \), cf. Lemma 3.5 and Remark 3.6. In particular, \( V(x) \geq |x| \) for all \( x \in \mathbb{R}^d \) and hence the weighted total variation distance \( \| \cdot \|_{\text{Var}, V} \) from Corollary 2.3 dominates both the standard total variation and \( L^1 \)-Wasserstein distances (see e.g. [46, Theorem 6.15] and [16, Remark 2.3]), which finishes the proof. \( \square \)

### 2.3. Exponential ergodicity for the SDE (2.1): multiplicative distance

In this subsection, we present an alternative way of studying exponential ergodicity for SDEs given by (2.1), via multiplicative Wasserstein pseudo-distances. The techniques that we will introduce here will also play a crucial role in Section 3 for studying exponential ergodicity of McKean-Vlasov equations and proving Theorem 1.5. We remark that for McKean-Vlasov SDEs we were not able to prove an analogue of Theorem 2.2 from the previous section, but only an analogue of a weaker Theorem 2.7 presented below.
We will work under the following set of conditions.

**Assumption (B)**

(i) There is a constant $K_1 > 0$ such that for all $x, y \in \mathbb{R}^d$,
$$
\langle b(x) - b(y), x - y \rangle \leq K_1|x - y|^2.
$$

(ii) For any $\theta > 0$, there exists a measure $0 < \nu_\theta \leq \nu$ such that $\text{supp } \nu_\theta \subset B(0, 1)$,
$$
\int_{|z| \leq 1} |z| \nu_\theta(dz) \leq \theta, \text{ and } \lim_{r \to 0} \inf_{s \in (0, r)} J_{\nu_\theta}(s)s^\alpha > 0,
$$
where $\alpha := \alpha(\theta) \in (0, 1)$ and

$$
J_{\nu_\theta}(s) := \inf_{x \in \mathbb{R}^d, |x| \leq s} \left[\nu_\theta \wedge (\delta_x \ast \nu_\theta)\right](\mathbb{R}^d) > 0.
$$

(iii) There exists a $C^2$ function $V : \mathbb{R}^d \to [1, \infty)$ such that the Lyapunov condition (2.17) holds and
$$
\sup_{z \in B(x, 2)} |\nabla V(z)| \leq C_0 V(x), \quad x \in \mathbb{R}^d,
$$
where $C_0 > 0$ is a constant independent of $x \in \mathbb{R}^d$.

Assumption (2.24) is a growth condition on the Lyapunov function $V$. It is satisfied, e.g., if $1 \leq V \in C^2(\mathbb{R}^d)$ and $V(x) = |x|^\alpha$ with $\alpha > 0$ or $V(x) = \exp(|x|^{\beta})$ with $\beta \in (0, 1]$ for large $|x|$. We note that, in the context of related results for diffusions, similar conditions (see [16, Assumptions 2.4 and 2.5]) are also imposed. Similarly as in Subsection 2.2, we remark that under additional assumptions that $\int_{|z| > 1} |z| \nu(dz) < \infty$ and that there are constants $c_0, l_0 > 0$ such that $\langle b(x), x \rangle \leq -c_0|x|^2$ for all $x \in \mathbb{R}^d$ with $|x| \geq l_0$. Assumption (B) (iii) is satisfied with a radial function $V \in C^2(\mathbb{R}^d)$ such that $V(x) \geq 1$ for all $x \in \mathbb{R}^d$ and $V(x) = 1 + |x|$ for all $x \in \mathbb{R}^d$ with $|x| \geq 1$; see Lemma 3.5 and Remark 3.6.

**Theorem 2.7.** Under Assumption (B), there are constants $\lambda_0$ and $C_0 > 0$ such that for all $x, y \in \mathbb{R}^d$ and $t > 0$,
$$
W_\Phi(P_t(x, \cdot), P_t(y, \cdot)) \leq C_0 e^{-\lambda_0 t}\Phi(x, y),
$$
where $\Phi(x, y) = (|x - y| \wedge 1)(V(x) + V(y))$.

The use of the multiplicative distance $W_\Phi$ is inspired by the weak Harris theorem introduced in [19], see also [16, Section 2.2]. As mentioned in [19], the distance of multiplicative form is more applicable for SDEs with degenerate noises or infinite dimensional SDEs, where convergence in terms of the total variation norm (and so the additive metric in the previous subsection) does not hold. We note that the multiplicative distance $W_\Phi$ indeed is only a multiplicative semimetric, since the triangle inequality may be not true. See [19, Section 4] for more details. As shown in the proof of Theorem 2.7 below, we take the reference function corresponding to the multiplicative distance $W_\Phi$ of the form $\psi(|x - y|)(1+\varepsilon(V(x)+V(y)))$, where $\psi(|x - y|)$ is a bounded concave function and is comparable to $|x - y|$ for all $x, y \in \mathbb{R}^d$ with $|x - y| \leq 1$. Note also that, since the function $\Phi(x, y)$ in Theorem 2.7 satisfies that $\Phi(x, y) \to 0$ as $x \to y$, we can get from Theorem 2.7 that the associated semigroup of the process $(X_t)_{t \geq 0}$ is Feller, i.e., for any $t > 0$ and $f \in C_b(\mathbb{R}^d)$, $P_tf \in C_b(\mathbb{R}^d)$; see the proof of [33, Proposition 1.5]. However, such an assertion can not been deduced from Theorem 2.2.
Similar to Corollary 2.3, we have the following statement.

**Corollary 2.8.** Suppose that $\int_{\{|z| \geq 1\}} |z| \nu(dz) < \infty$ and Assumption (B)(iii) is satisfied for $V$ with $V(x) \geq c_0 |x|$ for all $|x|$ large enough and some constant $c_0 \in (0, 1).$

Under Assumption (B) (i) and (ii), the process $(X_t)_{t \geq 0}$ is exponentially ergodic in terms of $W_1$-distance; more explicitly, there are a unique invariant probability measure $\mu$ with finite first moment, a constant $\lambda_0$ and a measurable function $C_0(x)$ such that for all $x \in \mathbb{R}^d$ and $t > 0$,

$$W_1(P_t(x, \cdot), \mu) \leq C_0(x)e^{-\lambda_0 t}.$$  

**Proof.** Note that here, unlike in Corollary 2.3, $W_\Phi$ is only a semimetric, as mentioned above. First, it can be verified that the condition $\int_{\{|z| \geq 1\}} |z| \nu(dz) < \infty$ along with Assumption (B)(i) yields that $E^z[X_t] < \infty$ for all $x \in \mathbb{R}^d$ and $t > 0.$ Hence, by Theorem 2.7 and the fact that $c_1 W_1(\mu_1, \mu_2) \leq W_\Phi(\mu_1, \mu_2)$ (which is implied by $c_1 |x - y| \leq \Phi(x, y)$ for all $x, y \in \mathbb{R}^d,$ due to the definition of $\Phi(x, y)$ and our assumption that $V(x) \geq c_0 |x|$ for all $|x|$ large enough and some constant $c_0 \in (0, 1))$ one can obtain the existence of a unique invariant probability measure. With aid of this point, we can follow the argument of Corollary 2.3 to prove the desired assertion. \qed

We now pass to the proof of Theorem 2.7. We begin with the following lemma.

**Lemma 2.9.** Let $g \in C([0, 2l_0]) \cap C^3([0, 2l_0])$ be such that $g'(r) \geq 0$, $g''(r) \leq 0$ and $g'''(r) \geq 0$ for any $r \in (0, 2l_0].$ Then for all $c_1 > 0$ the function

$$\psi(r) := \psi_{c_1}(r) = \begin{cases} \frac{c_1 r + \int_0^r e^{-g(s)} ds}{\psi(2l_0) + \psi'(2l_0) 1_{r, \infty}}, & r \in [0, 2l_0]; \\ \frac{c_1 r + \int_0^r e^{-g(s)} ds}{\psi(2l_0) + \psi'(2l_0) 1_{r, \infty}}, & r \in (2l_0, \infty) \end{cases}$$  

satisfies

(i) $\psi \in C^1([0, \infty))$ and $c_1 r \leq \psi(r) \leq (c_1 + 1) r$ on $[0, 2l_0];$

(ii) $\psi' > 0$, $\psi'' \leq 0$, $\psi''' \geq 0$ and $\psi^{(4)} \leq 0$ on $(0, 2l_0];$

(iii) for any $0 \leq \delta \leq r$,

$$\psi(r + \delta) + \psi(r - \delta) - 2\psi(r) \leq 0;$$

(iv) for any $0 \leq \delta \leq r \leq l_0$,

$$\psi(r + \delta) + \psi(r - \delta) - 2\psi(r) \leq \psi''(r) \delta^2.$$  

Note that the points (i) and (ii) are easy to check, whereas (iii) and (iv) follow from Lemma 2.5.

Next, we present the proof of Theorem 2.7.

**Proof of Theorem 2.7.** Under Assumption (B)(ii), we will apply the refined basic coupling for the component $\nu_\theta$ of the Lévy measure $\nu,$ and couple the remaining mass synchronously, where $\theta > 0$ is determined later. Let $\psi$ be the function given in Lemma 2.9, where

$$g(r) = C_s (2K_1 + 1) \frac{\lambda^{2-\alpha} r^\alpha}{2}, \quad l_0 = \sup_{(x,y) \in S_0} |x - y| + 2L_1, \quad c_1 = e^{-g(2l_0)}$$  

and

$$S_0 = \{(x, y) \in \mathbb{R}^{2d} : \lambda (V(x) + V(y)) \leq L_2 C\}.$$  

Here, $\alpha \in (0, 1)$ is given in Assumption (B)(ii), and $C_s, L_1$ and $L_2$ are large enough (their exact values will be determined later).
By the definition of $g$, we know that $g'(r) \geq 0$, $g''(r) \leq 0$ and $g'''(r) \geq 0$ for any $r \in (0, 2l_0)$. In particular, we can use Lemma 2.9. On the other hand, by (2.23), there are constants $\kappa := \kappa(\theta) \in (0, \kappa_0]$ where $\kappa_0 \leq 1$ is given by (2.16) and $C_\ast := C_\ast(\kappa,\theta) > 0$ (both are independent of $l_0$) such that for all $r \in (0, 2l_0]$,

$$
\sigma(r) := (\alpha C_\ast)^{-1}l_0^{-2}r^{1-\alpha} \leq \frac{1}{2r} J(\kappa \land r)(\kappa \land r)^2.
$$

(2.25)

In particular, $g'(r) = \frac{2K_1 + 1}{\sigma(r)}$.

In the following, let $F(x,y) = \psi(|x-y|)(1 + \varepsilon V(x) + V(y))$ for any $x, y \in \mathbb{R}^d$, where $\varepsilon > 0$ is determined later. For any $x \in \mathbb{R}^d$, set $\mu_{\theta,x} = \nu^\theta \land (\delta_x \ast \nu^\theta)$. Then, by (2.8) and some elementary calculations, we can find that for any $x, y \in \mathbb{R}^d$,

$$
\tilde{L}F(x,y) = \tilde{L}\psi(|x-y|) \cdot (1 + \varepsilon V(x) + V(y)) + \psi(|x-y|) \cdot \varepsilon \tilde{L}(V(x) + V(y))
$$

$$
+ \frac{1}{2} \varepsilon (\psi(|x-y - (x-y)_\kappa| - \psi(|x-y|))
$$

$$
\times \int [(V(x + z) - V(x)) + (V(y + z + (x-y)_\kappa) - V(y))] \mu_{\theta,(y-x)_\kappa}(dz)
$$

$$
+ \frac{1}{2} \varepsilon (\psi(|x-y - (x-y)_\kappa|) - \psi(|x-y|))
$$

$$
\times \int [(V(x + z) - V(x)) + (V(y + z - (x-y)_\kappa) - V(y))] \mu_{\theta,(y-x)_\kappa}(dz).
$$

(2.26)

For any $x, y \in \mathbb{R}^d$ with $|x-y| \leq l_0$, by (2.10), Lemma 2.9(iii), (2.25) and (2.17),

$$
\tilde{L}F(x,y) \leq \left( -\frac{1}{2} J(|x-y| \land \kappa)(|x-y| \land \kappa)^2 e^{-g(|x-y|)} g'(|x-y|) + K_1 |x-y| (c_1 + e^{-g(|x-y|)}) \right)
$$

$$
\times (1 + \varepsilon V(x) + V(y))
$$

$$
- \varepsilon \lambda(V(x) + V(y)) \cdot \psi(|x-y|) + 2C \varepsilon \cdot \psi(|x-y|)
$$

$$
+ \varepsilon \psi(|x-y|)
$$

$$
\times \left( \sup_{z \in B(x,1)} \nabla V(z) \int |z| \nu^\theta(dz) + \sup_{z \in B(y,2)} \nabla V(z) \int |z + (x-y)_\kappa| \mu_{\theta,(y-x)_\kappa}(dz) \right)
$$

$$
+ \frac{1}{2} \varepsilon (\psi(2|x-y|) + \psi(|x-y|))
$$

$$
\times \left( \sup_{z \in B(x,1)} \nabla V(z) \int |z| \nu^\theta(dz) + \sup_{z \in B(y,2)} \nabla V(z) \int |z + (y-x)_\kappa| \mu_{\theta,(y-x)_\kappa}(dz) \right)
$$

$$
\leq \left( -\frac{1}{2} J(|x-y| \land \kappa)(|x-y| \land \kappa)^2 e^{-g(|x-y|)} \frac{2K_1 + 1}{\sigma(|x-y|)} + K_1 |x-y| (c_1 + e^{-g(|x-y|)}) \right)
$$

$$
\times (1 + \varepsilon V(x) + V(y))
$$

$$
- \varepsilon \lambda(V(x) + V(y)) \cdot \psi(|x-y|) + 2C \varepsilon \cdot \psi(|x-y|)
$$

$$
+ 2C \varepsilon \psi(|x-y|) (V(x) + V(y)) \int |z| \nu^\theta(dz)
$$

$$
\leq -|x-y| e^{-g(|x-y|)} \cdot (1 + \varepsilon V(x) + V(y))
$$
where the first inequality follows from the mean value theorem, in the second inequality we used Assumption (B)(iii), and in the last inequality we used the facts that \( \psi(2r) \leq 2\psi(r) \) for \( 0 < r \leq l_0 \), \( \int_{\{|z| \leq 1\}} |z| \nu_\theta(dz) \leq \theta \) and Assumption (B)(iii) together with the fact that \( c_1 \leq e^{-g(|x-y|)} \) for \( |x-y| \leq l_0 \). Note that \( C_1 \) is a constant independent of \( \theta, \varepsilon, \lambda, \) and \( l_0 \), and that the argument for the estimates of the last two terms in (2.26) works for all \( x, y \in \mathbb{R}^d \). Now let us choose \( \theta > 0 \) small enough so that \( C_1 \theta \leq \lambda/4 \) and take \( \varepsilon > 0 \) small enough so that \( 2C_1 \varepsilon \psi(r) \leq re^{-g(r)} \) for all \( 0 < r \leq l_0 \). More precisely, we can take \( \varepsilon > 0 \) such that

\[
2C_1 \varepsilon = \inf_{0 \leq r \leq l_0} re^{-g(r)} \psi(r)^{-1}. 
\]

Therefore, for all \( x, y \in \mathbb{R}^d \) with \( |x-y| \leq l_0 \),

\[
\tilde{L}F(x, y) \leq -(\varepsilon\lambda/2)\psi(|x-y|)(V(x) + V(y)).
\]

For any \( (x, y) \notin S_0 \), following the argument above and (2.20), we can get that

\[
\tilde{L}F(x, y) \leq 4K_1 l_0 e^{-g(l_0)} \mathbb{I}_{\{|x-y| \geq l_0\}} \cdot (1 + \varepsilon(V(x) + V(y)))
- (\varepsilon\lambda/2)(V(x) + V(y)) \cdot \psi(|x-y|)
+ C_1 \theta \varepsilon \psi(|x-y|)(V(x) + V(y))
\leq 4K_1 l_0 e^{-g(l_0)} \mathbb{I}_{\{|x-y| \geq l_0\}} \cdot (1 + \varepsilon(V(x) + V(y)))
- (\varepsilon\lambda/4)(V(x) + V(y)) \cdot \psi(|x-y|),
\]

where in the first inequality we used the definition of \( S_0 \) and the last inequality follows from the choice of \( \theta \) above. Next, we choose \( L_1 \geq 1 \) large enough so that

\[
4K_1 e^{-C_1(1+2K_1)r^2} \leq \lambda e^{-C_1(1+2K_1)r^{-2/\alpha}/16}, \quad r \geq L_1
\]

and hence, since \( l_0 > L_1 \), we have

\[
4K_1 l_0 e^{-g(l_0)} \leq \lambda e^{-C_1(1+2K_1)l_0^{(\alpha-2)/\alpha}/16}.
\]

In particular,

\[
4K_1 l_0 e^{-g(l_0)} \leq \frac{\lambda}{16} \int_0^{l_0^{2-\alpha} \alpha/\alpha} e^{-C_1(2K_1+1)l_0^{2-\alpha} s/ds} \leq \frac{\lambda}{16} \psi(l_0).
\]

Furthermore, we choose

\[
L_2 \geq \max \left( 4, \frac{64K_1 l_0 e^{-g(l_0)}}{\varepsilon C\psi(l_0)} \right).
\]

Then for all \( x, y \in \mathbb{R}^d \) with \( |x-y| > l_0 \) we have

\[
4K_1 l_0 e^{-g(l_0)} \leq \frac{\lambda\varepsilon}{16} \psi(|x-y|)(V(x) + V(y))
\]

(note that \( |x-y| > l_0 \) implies \( (x, y) \notin S_0 \)). Hence, combining (2.30) with (2.31) and (2.29), we see that for any \( (x, y) \notin S_0 \),

\[
\tilde{L}F(x, y) \leq -(\varepsilon\lambda/8)(V(x) + V(y)) \cdot \psi(|x-y|).
\]

This along with (2.28) shows that (2.32) holds for all \( x, y \in \mathbb{R}^d \), which proves the desired assertion by Proposition 2.1. \( \square \)
Remark 2.10. The results discussed in the present paper can also be obtained by applying other coupling operators. For instance, one could apply the coupling studied in [34, 35] to obtain inequalities such as (2.3) for SDEs driven by Lévy processes with rotationally symmetric Lévy measures which are not required to satisfy the concentration around zero property (1.12), cf. [34, Remark 1.6]. This would allow us to prove e.g. an analogue of Theorem 2.7 under different (neither strictly weaker nor stronger) assumptions on the noise. Yet another possibility would be to use the coupling from [32, 50]. See [31] for a discussion on different couplings for Lévy processes and Lévy-driven SDEs. In the present paper we choose to work with the refined basic coupling given by (2.8) since it can apply to a very large class of non-symmetric Lévy measures.

Remark 2.11. We present two further remarks on the assumptions on the drift in Theorems 2.2 and 2.7.

(i) Assumption (B) (i) in Theorem 2.7 is the well known one-sided Lipschitz condition on the drift. Note that it is stronger than the assumption we needed in Theorem 2.2. By carefully checking the proof above, we can see that Theorem 2.7 still holds true if Assumption (B) (i) is weakened into the following condition: there are constants $K_1 > 0$ and $\beta \in (0,1-\alpha)$ with $\alpha \in (0,1)$ in Assumption (B) (ii) such that for all $x, y \in \mathbb{R}^d$,

$$\langle b(x) - b(y), x - y \rangle \leq K_1(|x - y|^{1+\beta} \vee |x - y|^2).$$

For the modification of the proof to adjust to this weaker assumption, one can refer to the proof of [33, Theorem 4.2].

(ii) Following the argument of [52, Section 1.6.2], one can also prove a more general version of Theorem 2.7 by replacing the one-sided Lipschitz condition on the drift in Assumption (B) by a local counterpart, and by imposing some growth condition on $\psi V$ similar to (2.22). The details are omitted here.

3. Exponential convergence for McKean-Vlasov SDEs with Lévy noise

In this section, we are concerned with the McKean-Vlasov (distribution dependent) SDE with jumps given by (1.7). Let $\mathcal{P}_1(\mathbb{R}^d)$ be the set of probability measures on $\mathbb{R}^d$ with finite first moment. Throughout this section, we always assume that the following conditions hold.

Assumption (H)

(i) The drift term $b(x, \mu)$ is continuous on $\mathbb{R}^d \times \mathcal{P}_1(\mathbb{R}^d)$, and that it satisfies the following one-sided Lipschitz condition:

$$\frac{|b(x_1, \mu_1) - b(x_2, \mu_2), x_1 - x_2|}{|x_1 - x_2|} \leq K(|x_1 - x_2| + W_1(\mu_1, \mu_2))$$

for all $x_1, x_2 \in \mathbb{R}^d$ with $x_1 \neq x_2$ and all $\mu_1, \mu_2 \in \mathcal{P}_1(\mathbb{R}^d)$ for some constant $K > 0$, as well as the following growth condition: there is a constant $C_1 > 0$ such that for all $\mu \in \mathcal{P}_1(\mathbb{R}^d)$,

$$|b(0, \mu)| \leq C_1 \left(1 + \int_{\mathbb{R}^d} |z| \mu(dz)\right).$$
The Lévy measure $\nu$ of the Lévy process $Z := (Z_t)_{t \geq 0}$ satisfies

$$\int_{\{|z| \geq 1\}} |z| \nu(dz) < \infty.$$ 

We start with the following statement.

**Proposition 3.1.** Under Assumption (H), the McKean-Vlasov SDE (1.7) has a unique non-explosive strong solution $(X_t)_{t \geq 0}$ such that $E|X_t| < \infty$ for all $t > 0$.

**Proof.** This follows from (the proofs of) [17, Theorem 2.1] and [47, Theorem 2.1], and we sketch the argument here. Equation (1.7) is a special case of the McKean-Vlasov stochastic differential equation given in [17, (2.1)] with

$$\sigma(x, \mu) \equiv 0, \quad f(x, \mu, u) = \tilde{f}(x, \mu, u) = u$$

and $N(du, dt)$ being the Poisson random measure associated with the Lévy process $(Z_t)_{t \geq 0}$, with the intensity measure $\nu(du)$ on $(\mathbb{R}^d, \mathcal{B}(\mathbb{R}^d))$. Then, according to (the proof of) [17, Theorem 2.1] and Assumption (H), there exists a unique strong solution for equation (1.7). Note that the proof of [17, Theorem 2.1] is based on the parametrized approach by considering a sequence of SDEs $(X^{(n)}_t)_{t \geq 0}$ given by

$$dX^{(n)}_t = b(X^{(n)}_t, \mu^{(n-1)}_t) dt + dZ_t, \quad t \geq 0, \; n \geq 1$$

with $X^{(0)}_t = x$ for all $t \geq 0$ and $\mu^{(n-1)}_t$ being the law of $X^{(n-1)}_t$. This idea is the same as that for [47, Theorem 2.1]. In particular, according to the argument of [47, Theorem 2.1], the Lipschitz condition

$$|b(x_1, \mu_1) - b(x_2, \mu_2)| \leq K(|x_1 - x_2| + W_1(\mu_1, \mu_2))$$

assumed in [17, Theorem 2.1] can be replaced by Assumption (H). Moreover, one can show that the unique strong solution $(X_t)_{t \geq 0}$ to the SDE (1.7) satisfies $E|X_t| < \infty$ for all $t > 0$, by following again the proof of [47, Theorem 2.1]. \hfill \Box

The existence and uniqueness of a strong solution to the SDE (1.7) clearly implies the existence of a weak solution to (1.7); see [47, Definition 1.1]. Let $\mu_{X_0}$ be the distribution of the time marginal $X_t$ of the process $(X_t)_{t \geq 0}$ with initial distribution $\mu_{X_0}$. Then, it follows from [25, Propositions 1.6 and 1.7] that for any $f \in C^2_b(\mathbb{R}^d)$,

$$\left\{ f(X_t) - f(X_0) - \int_0^t L[\mu_{X_s}] f(X_s) \, ds, \; t \geq 0 \right\}$$

is a $\mathbb{P}$-martingale, where

$$L[\mu] f(x) = \langle b(x, \mu), \nabla f(x) \rangle$$

(3.3)

$$+ \int (f(x + z) - f(x) - \langle \nabla f(x), z \rangle 1_{\{|z| \leq 1\}}) \nu(dz).$$

That is, $L[\mu] f$ can be interpreted as the infinitesimal generator of the process $(X_t)_{t \geq 0}$.

In the rest of this section, we will always assume that Assumption (H) holds.
3.1. Convergence in $W_1$: the contractivity at infinity approach. We say that the drift term $b(x, \mu)$ in (1.7) satisfies $\mathcal{B}(K_1, K_2, l_0; K_3)$, if (1.13) holds, i.e., for any $x_1, x_2 \in \mathbb{R}^d$ with $x_1 \neq x_2$ and $\mu_1, \mu_2 \in \mathcal{P}_2(\mathbb{R}^d)$,

$$\frac{\langle b(x_1, \mu_1) - b(x_2, \mu_2), x_1 - x_2 \rangle}{|x_1 - x_2|} \leq K_1|x_1 - x_2|1_{\{|x_1 - x_2| \leq l_0\}} - K_2|x_1 - x_2|1_{\{|x_1 - x_2| > l_0\}} + K_3W_1(\mu_1, \mu_2),$$

where $l_0 \in [0, \infty)$, $K_1$, $K_2$ and $K_3 \geq 0$.

**Theorem 3.2.** Suppose that Assumption (H) holds. Assume that

$$J(\kappa_0) := \inf_{x \in \mathbb{R}^d: |x| \leq \kappa_0} [\nu \wedge (\delta_x * \nu)](\mathbb{R}^d) > 0$$

for some $0 < \kappa_0 \leq 1$, and that the drift $b(x, \mu)$ satisfies $\mathcal{B}(K_1, K_2, l_0; K_3)$. Suppose that there exists a nondecreasing and concave function $\sigma \in C([0, 2l_0]) \cap C^2([0, 2l_0])$ such that $g_1(r) := \int_0^r \frac{1}{\sigma(s)}ds$ is well defined for all $r \in [0, 2l_0]$, and for some $\kappa \in (0, \kappa_0),

$$\sigma(r) \leq \frac{1}{2r}J(\kappa \wedge r)(\kappa \wedge r)^2, \quad r \in (0, 2l_0],$$

where $J(r)$ is defined by (1.5). Let $\mu_{X_t}$ (resp. $\mu_{Y_t}$) be the distribution of the time marginal $X_t$ (resp. $Y_t$) of a solution to (1.7) with initial distribution $\mu_{X_0}$ (resp. $\mu_{Y_0}$). Then for any $t > 0$,

$$W_1(\mu_{X_t}, \mu_{Y_t}) \leq Ce^{-\lambda t}W_1(\mu_{X_0}, \mu_{Y_0}),$$

where

$$\lambda = \frac{c_1c_2}{1 + c_1} - \frac{(1 + c_1)K_3}{2c_1}, \quad C = \frac{1 + c_1}{2c_1}$$

with $c_2 = (2K_2) \wedge g_1(2l_0)^{-1}$, $c_1 = e^{-c_2g_1(2l_0)}$ and $g(r) = (1 + \frac{2K_1}{c_2})g_1(r)$ for all $r \in [0, 2l_0]$.

**Remark 3.3.** We make some comments on Theorem 3.2 and its proof.

(i) Theorem 3.2 extends [33, Theorem 4.2], where the drift term is distribution independent. As pointed out in [33, Remark 4.3(1)], when $b(x, \mu) = b(x)$ satisfies the uniformly dissipative condition in the sense that there is a constant $\lambda > 0$ such that for any $x, y \in \mathbb{R}^d$,

$$\langle b(x) - b(y), x - y \rangle \leq -\lambda|x - y|^2;$$

(that is, $l_0 = 0$ and $K_3 = 0$ in Theorem 3.2), then the constant $\lambda$ in the statement is equal to $K_2$, which is optimal.

(ii) When $K_3$ is small enough so that $\lambda > 0$, using Theorem 3.2 and the fact that $E|X_t| < \infty$ for all $t > 0$, we can obtain exponential ergodicity of $(X_t)_{t \geq 0}$ in terms of $W_1$-distance, e.g. see the proof of [47, Theorem 3.1(2)]

(iii) Note that for proving convergence of solutions to McKean-Vlasov SDEs we cannot use the classical argument involving a coupling $(X_t, Y_t)_{t \geq 0}$ such that $Y_t = X_t$ for all $t \geq T$, where $T$ is the coupling time, see [47, Remarks on pages 598–599] or [16, Remarks between Assumption 2.7 and Theorem 2.4].
Note also that for any stopping time $\tau$, if $(X_t)_{t \geq 0}$ is a solution to (1.7), then the stopped process $(Y_t)_{t \geq 0}$ defined by $Y_t := X_{t \wedge \tau}$ for all $t \geq 0$ solves

$$Y_t = Y_0 + \int_0^{t \wedge \tau} b(Y_s, \mu_s) \, ds + Z_{t \wedge \tau}, \quad t \geq 0,$$

which is not the same SDE since in general $\text{Law}(Y_t) \neq \text{Law}(X_t) = \mu_t$, see [21, Remarks on page 3]. This means that applying the standard argument via Proposition 2.1 cannot give us the exponential convergence for $W_{\Phi_\infty}(\mu_{X_t}, \mu_{Y_t})$ as desired, see its proof for more details. Hence to consider convergence of McKean-Vlasov SDEs we will use a different approach, which is based on the combination of the refined basic coupling and the synchronous coupling defined by (2.13).

(iv) We further remark that the typical way of constructing couplings of Lévy-driven SDEs by using the interlacing technique (see e.g. [33, Proposition 2.2] or [34, Section 2.4]) is non-applicable here due to the lack of the strong Markov property of the solution $(X_t)_{t \geq 0}$, see the discussions in [17]. Hence we apply here a different approach based on the results on non-linear martingale problems from [25].

**Proof of Theorem 3.2.** (i) For any $r > 0$, define

$$\psi(r) = \begin{cases} c_1 r + \int_0^r e^{-c_2 s} ds, & r \in [0, 2l_0] , \\ \psi(2l_0) + \psi'(2l_0)(r - 2l_0), & r \in (2l_0, \infty). \end{cases}$$

Note that the function $\psi$ is the same as in the proof of [33, Theorem 4.2]. Similarly as there, we can show by a simple calculation that

$$\psi'(|x - y|)[K_1|x - y| \mathbb{I}_{\{|x - y| \leq l_0\}} - K_2|x - y| \mathbb{I}_{\{|x - y| \geq l_0\}}] + \tilde{L}_Z \psi(|x - y|) \leq -\lambda_0 \psi(|x - y|),$$

where $\tilde{L}_Z$ is the refined basic coupling operator for the Lévy process $Z$, and hence

$$\tilde{L}_Z \psi(|x - y|) = \frac{1}{2} \mu_{(x-y), \langle \mathbb{R}^d \rangle} \left[ \psi(|x - y| + \kappa \wedge |x - y|) + \psi(|x - y| - \kappa \wedge |x - y|) - 2\psi(|x - y|) \right]$$

with $\lambda_0 = c_1 c_2 / (1 + c_1)$.

(ii) As mentioned in Remark 3.3 (iii) and (iv), from this point onwards the proof deviates substantially from that of [33, Theorem 4.2]. For any $\delta > 0$, consider the equation as follows

$$(3.9) \quad \begin{cases} dX_t = b(X_t, \mu_{X_t}) \, dt + dZ_t, & X_0 \sim \mu_{X_0}, \\ dY_t^\delta = b(Y_t^\delta, \mu_{Y_t}^\delta) \, dt + dZ_t + dL_t^\delta, & Y_0^\delta \sim \mu_{Y_0}, \end{cases}$$

where $(L_t^\delta)_{t \geq 0}$ is given by (2.14). To prove the existence of a weak solution $(X_t, Y_t^\delta)_{t \geq 0}$ to the system (3.9), we consider the following nonlinear operator acting on $f \in C^2_0(\mathbb{R}^d)$ for any fixed $\mu_1$ and $\mu_2 \in \mathcal{F}_1(\mathbb{R}^d)$,

$$\tilde{L}[\mu_1, \mu_2]f(x, y) = \langle b(x, \mu_1), \nabla_x f(x, y) \rangle + \langle b(y, \mu_2), \nabla_y f(x, y) \rangle + \tilde{L}_Z \psi(|x - y|),$$

where $\tilde{L}_Z$ is defined by (2.13). It is obvious that $\tilde{L}[\mu_1, \mu_2]$ is a coupling operator for the operators $L[\mu_1]$ and $L[\mu_2]$ given by (3.3). Due to the continuity of $b(x, \mu)$, the
drift coefficient of the coupling operator $\tilde{L}[\mu_1, \mu_2]$ is also continuous (with respect to the product metric). On the other hand, as shown in [33, Proposition A.5], (3.5) implies that there is a non-negative measurable function $\nu$ on $\mathbb{R}^d$ such that $\nu(dz) \geq \rho(z) \, dz$ and

$$\inf_{x \in \mathbb{R}^d : |x| \leq \kappa_0} \int_{\mathbb{R}^d} \rho(z) \wedge \rho(x + z) \, dz > 0.$$ 

Moreover, by [33, (A.3) in the proof of Proposition A.5], the function

$$(3.10) \quad x \mapsto \int_{\mathbb{R}^d} \rho(z) \wedge \rho(x + z) \, dz$$

is continuous on $\{x \in \mathbb{R}^d : 0 < |x| \leq \kappa_0\}$. Hence without loss of generality, under condition (3.5) we can consider the refined basic coupling applied only to the component $\rho(z) \, dz$ of the Lévy measure. Continuity of (3.10) together with the fact that $\phi_\delta \in C^1_b([0, \infty))$ yields that the coefficients of the operator $\tilde{L}_Z^\delta$ are continuous. Besides, by (2.6) and the definition of $\tilde{L}_Z^\delta$, we can see that its coefficients are bounded. This follows from the fact that we only consider the refined basic coupling in the coupling operator $\tilde{L}_Z^\delta$ when the distance of the two marginal processes is larger than $\delta/2$. Hence, according to [25, Proposition 1.10], there exists a solution, belonging to the set of probability measures on $\mathbb{R}^{2d}$ (the standard one point compactification of $\mathbb{R}^{2d}$), to the nonlinear martingale problem for the operator $\tilde{L}[\mu_1, \mu_2]$. (Note that, since the drift coefficient of the coupling operator $\tilde{L}[\mu_1, \mu_2]$ is not necessarily bounded, the argument of [25, Proposition 1.10] only guarantees the existence of a solution to the martingale problem for $\tilde{L}[\mu_1, \mu_2]$ on $\mathbb{R}^{2d}$.) This further along with [25, Proposition 1.7] yields the existence of a weak solution $(X_t, Y_t^\delta)_{t \geq 0}$, taking values in $\mathbb{R}^{2d}$, to the system (3.9). The explosion time of the process $(X_t, Y_t^\delta)_{t \geq 0}$ is

$$e = \lim_{n \to \infty} \tau_n, \quad \tau_n = \inf\{t \geq 0 : |X_t| + |Y_t^\delta| \geq n\}.$$ 

As mentioned above, $\tilde{L}[\mu_1, \mu_2]$ is a coupling operator for the operators $L[\mu_1]$ and $L[\mu_2]$ given by (3.3), and so the marginal processes $(X_t)_{t \geq 0}$ and $(Y_t^\delta)_{t \geq 0}$ enjoy the same law as the solution to the SDE given by (1.7). Since under assumptions in the beginning of this section any (weak) solution to (1.7) is non-explosive (e.g., see [47, Theorem 1.2]), we have $e = \infty$. In particular, there exists a weak solution to (3.9), which indeed takes values on $\mathbb{R}^{2d}$ and is a coupling of the process determined by (1.7).

(iii) Recalling that $U_t^\delta = X_t - Y_t^\delta$, we have

$$dU_t^\delta = (b(X_t, \mu_{X_t}) - b(Y_t^\delta, \mu_{Y_t^\delta})) \, dt - dL_t, \quad \text{and hence, arguing as in (2.11), we see that}$$

$$(3.11) \quad d\psi(|U_t^\delta|) = \left[\psi'(U_t^\delta) \frac{\psi(|U_t^\delta|)}{U_t^\delta} (U_t^\delta, b(X_t, \mu_{X_t}) - b(Y_t^\delta, \mu_{Y_t^\delta})) + \bar{L}_Z \psi(|U_t^\delta|)\right] dt + dM_t^{\psi, \delta},$$

where

$$dM_t^{\psi, \delta} := \int_{\mathbb{R}^d \times [0, 1]} (\psi(|U_t^\delta - S_t^\delta(U_t^\delta, z, u)|) - \psi(|U_t^\delta|)) \, \tilde{N}(dt, dz, du)$$

is a martingale. To see this, note that

$$\psi(|U_t^\delta - S_t^\delta(U_t^\delta, z, u)|) - \psi(|U_t^\delta|) \leq \|\psi'\|_\infty |S_t^\delta(U_t^\delta, z, u)|,$$
and observe that \(|(U^\delta_t)\| \leq \kappa\) for all \(t > 0\) and that for any \(\delta > 0\) the measure 
\(
\phi_\delta((U^\delta_t)_\rho((U^\delta_t)_\kappa, z) \nu(dz) \text{ is finite.}
\)

Moreover, according to (2.13), we have

\[
\tilde{L}_Z^\delta \psi(|x - y|) = \tilde{L}_Z \psi(|x - y|) \cdot \phi_\delta(|x - y|).
\]

Hence, using the fact that \(\psi'\) is decreasing and the definition of \(\phi_\delta(r)\), we see that (3.7) implies

\[
\begin{align*}
\psi'(|x - y|) & \left[ K_1|x - y|\mathbb{1}_{\{|x-y| \leq l_0\}} - K_2|x - y|\mathbb{1}_{\{|x-y| \geq l_0\}} \right] + \tilde{L}_Z^\delta \psi(|x - y|) \\
& \leq -\lambda_0 \psi(|x - y|) + \lambda_0 \psi(|x - y|) \cdot (1 - \phi_\delta(|x - y|)) \\
& + \psi'(|x - y|) \left[ K_1|x - y|\mathbb{1}_{\{|x-y| \leq l_0\}} - K_2|x - y|\mathbb{1}_{\{|x-y| \geq l_0\}} \right] \\
& \times (1 - \phi_\delta(|x - y|)) \\
& \leq -\lambda_0 \psi(|x - y|) + \lambda_0 \psi(\delta) + K_1 \psi'(0)(l_0 \wedge \delta).
\end{align*}
\]

(3.12)

Combining the inequality above with \(B(K_1, K_2, l_0; K_3)\) and (3.11), we obtain

\[
\begin{align*}
d\psi(|U^\delta_t|) & \leq \left[ \psi'(|U^\delta_t|) \left( K_1|U^\delta_t|\mathbb{1}_{\{|U^\delta_t| \leq l_0\}} - K_2|U^\delta_t|\mathbb{1}_{\{|U^\delta_t| \geq l_0\}} \right) + \tilde{L}_Z^\delta \psi(|U^\delta_t|) \right] dt \\
& + K_3 \psi'(|U^\delta_t|) W_t(\mu_{X_t}, \mu_{Y^\delta_t}) dt + dM_t^{\psi,\delta} \\
& \leq - \lambda_0 \psi(|U^\delta_t|) dt + \lambda_0 \psi(\delta) dt + K_1 \psi'(0)(l_0 \wedge \delta) dt \\
& + K_3 \psi'(0)(l_0 \wedge \delta) dt + dM_t^{\psi,\delta} \\
& \leq - (\lambda_0 - (K_3(1 + c_1)/(2c_1))) \psi(|U^\delta_t|) dt + \lambda_0 \psi(\delta) dt \\
& + K_1 \psi'(0)(l_0 \wedge \delta) dt + K_3(1 + c_1)(\mathbb{E}[|U^\delta_t|] - |U^\delta_t|) dt + dM_t^{\psi,\delta} \\
& = - \lambda_0 \psi(|U^\delta_t|) dt + \lambda_0 \psi(\delta) dt + K_1 \psi'(0)(l_0 \wedge \delta) dt \\
& + K_3(1 + c_1)(\mathbb{E}[|U^\delta_t|] - |U^\delta_t|) dt + dM_t^{\psi,\delta},
\end{align*}
\]

(3.13)

where in the second inequality we again used the fact that \(\psi'\) is decreasing on \([0, \infty)\),
and the last inequality follows from the facts that \(\psi'(0) = 1 + c_1\) and

\[
\sup_{r > 0} \frac{r}{\psi'(r)} \leq \sup_{r > 0} \frac{1}{\psi'(2l_0)} = \frac{1}{\psi'(2l_0)} = \frac{1}{2c_1}.
\]

Note that in the argument above we also used the assumption that \(\mathbb{E}[X_t] < \infty\) for all \(t > 0\) to ensure the finiteness of \(\mathbb{E}[|U^\delta_t|]\).
By a consequence of (3.13), we find that
\[
E[e^{\lambda t}\psi(|U_0^\delta|)] = E\psi(|U_0^\delta|) + E \left( \int_0^t \left[ \lambda e^{\lambda s} \psi(|U_s^\delta|) + e^{\lambda s} d\psi(|U_s^\delta|)/ds \right] ds \right) 
\]
\[
\leq E\psi(|U_0^\delta|) + E \left( \int_0^t e^{\lambda s} \left[ \lambda \psi(|U_s^\delta|) - \lambda \psi(|U_s^\delta|) + K_3(1 + c_1)((E|U_s^\delta|) - |U_s^\delta|) + \lambda_0 \psi(\delta) + K_1 \psi'(0)(l_0 \wedge \delta) \right] ds \right) 
\]
\[
= E\psi(|U_0^\delta|) + \int_0^t e^{\lambda s} \left( \lambda_0 \psi(\delta) + K_1 \psi'(0)(l_0 \wedge \delta) \right) ds 
\]
\[
= E\psi(|U_0^\delta|) + \left( \lambda_0 \psi(\delta) + K_1 \psi'(0)(l_0 \wedge \delta) \right) \frac{1}{\lambda} (e^{\lambda t} - 1) . 
\]

Hence we obtain
\[
E\psi(|U_0^\delta|) \leq e^{-\lambda t} E\psi(|U_0^\delta|) + e^{-\lambda t} \left( \lambda_0 \psi(\delta) + K_1 \psi'(0)(l_0 \wedge \delta) \right) \frac{1}{\lambda} (e^{\lambda t} - 1) 
\]
for any $\delta > 0$. Recall, however, from the discussion in step (ii), that for any $\delta > 0$ the process $(X_t, Y_t^\delta)_{t \geq 0}$ is a coupling of two copies of $(X_t)_{t \geq 0}$ with initial distributions $\mu_{X_0}$ and $\mu_{Y_0}$, respectively. Hence
\[
W_\psi(\mu_{X_0}, \mu_{Y_0}) \leq e^{-\lambda t} E\psi(|X_0 - Y_0|) + e^{-\lambda t} \left( \lambda_0 \psi(\delta) + K_1 \psi'(0)(l_0 \wedge \delta) \right) \frac{1}{\lambda} (e^{\lambda t} - 1) . 
\]
Since the estimate above holds for any $\delta > 0$, we can now take the limit $\delta \to 0$ and, using the continuity of $\psi$, we obtain
\[
W_\psi(\mu_{X_0}, \mu_{Y_0}) \leq e^{-\lambda t} E\psi(|X_0 - Y_0|) , 
\]
which, along with the fact that $2c_1 r \leq \psi(r) \leq (1 + c_1)r$ for all $r > 0$, yields the desired assertion.

To conclude this subsection, we explain how to apply Theorem 3.2 to prove Theorem 1.4 and then we discuss how to apply Theorem 3.2 to McKean-Vlasov SDEs with the drift of the form (1.8).

**Proof of Theorem 1.4.** It is easily seen from condition (2-ii) that assumption (3.6) of Theorem 3.2 holds with $\sigma(r) = c_0 r^{1-\alpha}$. In particular, $\sigma(r) \in C([0, 2l_0]) \cap C^2([0, 2l_0])$ is nondecreasing and concave, and $\int_0^r \sigma(s)^{-1} ds$ is well defined for all $r \in [0, 2l_0]$. Hence, using Theorem 3.2 and Remark 3.3(ii), we obtain the assertion of Theorem 1.4.

**Remark 3.4.** For McKean-Vlasov SDEs with the drift of the form (1.8), we can easily check that condition (1-i), combined with the assumption that
\[
|b_2(x, z) - b_2(y, z')| \leq K_{b_2}(|x - y| + |z - z'|) 
\]
holds for some constant $K_{b_2} > 0$ and for all $x, y, z$ and $z' \in \mathbb{R}^d$, implies (2-i). First, we claim that (3.14) implies that for any $x, y \in \mathbb{R}^d$ and $\mu_1, \mu_2 \in \mathcal{P}_1(\mathbb{R}^d)$,
\[
\left| \int b_2(x, z) \mu_1(dz) - \int b_2(y, z) \mu_2(dz) \right| \leq K_{b_2}(|x - y| + W_1(\mu_1, \mu_2)). 
\]
Indeed, let $\pi$ be the coupling of $\mu_1$ and $\mu_2$ for which the infimum in the definition of $W_1(\mu_1, \mu_2)$ is attained. Then, for any $x, y \in \mathbb{R}^d$ and $\mu_1, \mu_2 \in \mathcal{P}_1(\mathbb{R}^d)$,

$$\left| \int b_2(x, z) \mu_1(dz) - \int b_2(y, z) \mu_2(dz) \right|$$

$$= \left| \iint b_2(x, z) \pi(dz, dz') - \iint b_2(y, z') \pi(dz, dz') \right|$$

$$\leq \int \int |b_2(x, z) - b_2(y, z')| \pi(dz, dz')$$

$$\leq K_{b_2}(|x - y| + W_1(\mu_1, \mu_2)).$$

Now, according to (3.15) and the continuity of $b_1(x)$ on $\mathbb{R}^d$, we can see that $b(x, \mu) = b_1(x) + \int b_2(x, z) \mu(dz)$ is continuous on $\mathbb{R}^d \times \mathcal{P}_1(\mathbb{R}^d)$. On the other hand, it immediately follows from condition (1-i) and (3.15) that (1.13) is satisfied. Moreover, for any $\mu \in \mathcal{P}_1(\mathbb{R}^d)$, due to (3.14) again,

$$|b(0, \mu)| \leq|b_1(0)| + \int |b_2(0, z)| \mu(dz)$$

$$\leq|b_1(0)| + \left( (|b_2(0, 0)| + K_{b_2}|z|) \right) \mu(dz) \leq C_0 \left( 1 + \int |z| \mu(dz) \right).$$

Hence, (2-i) holds true. We shall note that (3.14) holds true for any $b_2(x, z)$ which satisfies condition (1-ii).

### 3.2. Convergence in $W_1$: the Lyapunov function approach

To study exponential convergence of the McKean-Vlasov SDE (1.7) without assuming the contractivity at infinity condition $B(K_1, K_2, l_0; K_3)$ on the drift, we will make use of the Lyapunov function approach instead. Though the arguments below are partly motivated by those in Subsection 2.3, we will see that the case for the distribution-dependent drift is much more complex and delicate than that for the distribution-independent drift. To this end, we will assume that the drift term $b(x, \mu)$ is of the form

$$b(x, \mu) = b_1(x) + b_2(x, \mu),$$

where $b_1(x)$ is such that there exist constants $\lambda$ and $C_0 > 0$ such that for all $x \in \mathbb{R}^d$,

$$\langle b_1(x), x \rangle \leq -\lambda|x|^2 + C_0.$$

We assume (3.17) in order to be able to construct a Lyapunov function for (1.7). Note that the general Lyapunov condition (2.17) that we used in the distribution-independent case does not have a straightforward counterpart in the McKean-Vlasov case, cf. the proof of Lemma 3.5 below, and hence we work directly with (3.17). Moreover, (3.17) seems to be a natural condition in the study of the exponential ergodicity of McKean-Vlasov SDEs (see [16, Assumption 2.7]).

We will also need the following assumption:

**Assumption (C)**

(i) There are constants $K_1, K_2$ and $K_3 > 0$ such that for all $x_1, x_2 \in \mathbb{R}^d$ with $x_1 \neq x_2$ and $\mu_1, \mu_2 \in \mathcal{P}_1(\mathbb{R}^d)$,

$$\frac{\langle b_1(x_1) - b_1(x_2), x_1 - x_2 \rangle}{|x_1 - x_2|} \leq K_1|x_1 - x_2|$$
Lemma 3.5. Let the drift term
\[ \frac{b_2(x_1, \mu_1) - b_2(x_2, \mu_2)}{|x_1 - x_2|} \leq K_2|x_1 - x_2| + K_3W_1(\mu_1, \mu_2). \]

(ii) There is a constant $B_0 > 0$ such that for all $x \in \mathbb{R}^d$ and $\mu \in \mathcal{P}_1(\mathbb{R}^d)$,
\[ |b_2(x, \mu)| \leq B_0 \left( 1 + \int |z| \mu(dz) + |x| \right). \]

(iii) For any $\theta > 0$, there exists a measure $0 < \nu_\theta \leq \nu$ such that supp $\nu_\theta \subset B(0, 1)$,
\[ \int_{|z| \leq 1} |z| \nu_\theta(dz) \leq \theta, \text{ and} \]
\[ \lim_{r \to 0} \inf_{s \in (0, r]} J_{\nu_\theta}(s)^{\alpha} > 0, \]
where $\alpha := \alpha(\theta) \in (0, 1)$ and
\[ J_{\nu_\theta}(s) := \inf_{x \in \mathbb{R}^d : |x| \leq s} \left\{ \nu_\theta \wedge (\delta_x * \nu_\theta) \right\}(\mathbb{R}^d) > 0. \]

It is easy to see that under Assumption (C)(i)–(ii), both (3.1) and (3.2) are satisfied. Thus, according to Proposition 3.1, if $\int_{|z| > 1} |z| \nu(dz) < \infty$, then the SDE (1.7) has a unique non-explosive strong solution $(X_t)_{t \geq 0}$ such that $\mathbb{E}|X_t| < \infty$ for all $t > 0$.

Let us begin by discussing how to construct a Lyapunov function for the McKean-Vlasov SDE (1.7) under Assumption (C).

**Lemma 3.5.** Let the drift term $b(x, \mu)$ be of the form (3.16), and satisfy (3.17) and Assumption (C)(i) and (ii). Let $\int_{|z| > 1} |z| \nu(dz) < \infty$, and let $V \in C^2(\mathbb{R}^d)$ be a radial function such that $V(x) \geq 1$ for all $x \in \mathbb{R}^d$, $V(x) = 1 + |x|$ for all $|x| \geq 1$ and $\|\nabla V\|_\infty + \|\nabla^2 V\|_\infty < \infty$. Then, there is a constant $C > 0$ (independent of $B_0$) such that for all $t > 0$,
\[ dV(X_t) \leq [-\lambda - 2\|\nabla V\|_\infty B_0]V(X_t) + \|\nabla V\|_\infty B_0((E|X_t|) - |X_t|) + C(1 + B_0)] dt + dM^V_t, \]
where $(M^V_t)_{t \geq 0}$ is a martingale, $\lambda$ is given in (3.17) and $B_0$ is the constant in Assumption (C)(ii). In particular, when $0 < 2\|\nabla V\|_\infty B_0 < \lambda$, for any $X_0$ such that $\mathbb{E}V(X_0) < \infty$ and for any $t > 0$,
\[ \mathbb{E}V(X_t) \leq \mathbb{E}V(X_0)e^{-(\lambda - 2\|\nabla V\|_\infty B_0)t} + C(1 + B_0)/(\lambda - 2\|\nabla V\|_\infty B_0). \]

**Proof.** Let $V \in C^2(\mathbb{R}^d)$ be a radial function such that $V(x) \geq 1$ for all $x \in \mathbb{R}^d$, $V(x) = 1 + |x|$ for all $|x| \geq 1$, and $\|\nabla V\|_\infty + \|\nabla^2 V\|_\infty < \infty$. Let $\mu_{X_t}$ be the distribution of $X_t$. Then, by the Itô formula, it holds that
\[ dV(X_t) = L[\mu_{X_t}]V(X_t) dt + dM^V_t, \]
where $L[\mu]$ is defined in (3.3) and
\[ M^V_t := \int_0^t \int_{\mathbb{R}^d} (V(X_{s-} + z) - V(X_{s-})) \tilde{N}(ds, dz) \]
is a martingale, thanks to the assumption that $\int_{|z| > 1} |z| \nu(dz) < \infty$. 


Using the mean value theorem and the fact that\( \int_{\{ |z| \leq 1 \}} |z| \nu(dz) < \infty \) again, we find that
\[
\int (V(x + z) - V(x) - \langle \nabla V(x), z \rangle \mathbf{1}_{\{ |z| \leq 1 \}}) \nu(dz)
\]
\[
= \int_{\{ |z| \leq 1 \}} (V(x + z) - V(x) - \langle \nabla V(x), z \rangle) \nu(dz) + \int_{\{ |z| \geq 1 \}} (V(x + z) - V(x)) \nu(dz)
\]
\[
\leq \frac{1}{2} \| \nabla^2 V \|_\infty \int_{\{ |z| \leq 1 \}} |z|^2 \nu(dz) + \| \nabla V \|_\infty \int_{\{ |z| \geq 1 \}} |z| \nu(dz) =: C_1,
\]
where in the last step we used the definition of \( V \) (i.e., the function \( V \in C^2(\mathbb{R}^d) \) such that \( \| \nabla V \|_\infty + \| \nabla^2 V \|_\infty < \infty \)).

On the other hand, by Assumption (C)(ii),
\[
\langle b_2(x, \mu), \nabla V(x) \rangle \leq |b_2(x, \mu)| \| \nabla V \|_\infty \leq \| \nabla V \|_\infty B_0 \left( 1 + \int |z| \mu(dz) + |x| \right).
\]

In order to deal with the term \( \langle b_1(x), \nabla V(x) \rangle \), we write
\[
\langle b_1(x), \nabla V(x) \rangle = \langle b_1(x), \nabla V(x) \rangle \mathbf{1}_{\{ |x| \leq 1 \}} + \langle b_1(x), \nabla V(x) \rangle \mathbf{1}_{\{ |x| > 1 \}}
\]
and recall that \( V(x) \) is radial, which means that there exists a function \( \tilde{V} : [0, \infty) \to [1, \infty) \) such that \( V(x) = \tilde{V}(|x|) \) for all \( x \in \mathbb{R}^d \). Since by Assumption (C)(i),
\[
\langle b_1(x), x \rangle \leq K_1 |x|^2 + |b_1(0)| \cdot |x|,
\]
we have
\[
\langle b_1(x), \nabla V(x) \rangle \mathbf{1}_{\{ |x| \leq 1 \}} = \frac{\langle b_1(x), x \rangle}{|x|} \tilde{V}'(|x|) \mathbf{1}_{\{ |x| \leq 1 \}} \leq (K_1 + |b_1(0)|) \| \nabla V \|_\infty
\]
where we used \( \| \tilde{V}' \|_\infty = \| \nabla V \|_\infty \). Moreover, according to (3.17),
\[
\langle b_1(x), \nabla V(x) \rangle \mathbf{1}_{\{ |x| > 1 \}} \leq -\lambda |x| \mathbf{1}_{\{ |x| > 1 \}} + C_0,
\]
where we used the facts that \( V(x) = |x| + 1 \) for \( |x| > 1 \), which implies \( \tilde{V}'(|x|) = 1 \) for \( |x| > 1 \), and \( C_0/|x| \leq C_0 \) for \( |x| > 1 \).

Hence we get
\[
L[\mu]V(x) \leq C_1 + \| \nabla V \|_\infty B_0 \left( 1 + \int |z| \mu(dz) + |x| \right) + (K_1 + |b_1(0)|) \| \nabla V \|_\infty
\]
\[
- \lambda (|x| + 1) \mathbf{1}_{\{ |x| > 1 \}} + \lambda + C_0
\]
\[
= C_1 + \| \nabla V \|_\infty B_0 \left( 1 + \int |z| \mu(dz) + |x| \right) + (K_1 + |b_1(0)|) \| \nabla V \|_\infty
\]
\[
- \lambda V(x) + \lambda V(x) \mathbf{1}_{\{ |x| \leq 1 \}} + \lambda + C_0
\]
\[
\leq C_1 + \| \nabla V \|_\infty B_0 \left( \int |z| \mu(dz) + V(x) \right) + (K_1 + |b_1(0)|) \| \nabla V \|_\infty
\]
\[
- \lambda V(x) + \lambda \sup_{x \in B(0,1)} V(x) + \lambda + C_0 + \| \nabla V \|_\infty B_0,
\]
where in the second step we used the fact that \( V(x) = |x| + 1 \) for \( |x| > 1 \) and the last inequality follows from \( V(x) \geq |x| \) for all \( x \in \mathbb{R}^d \). We conclude that there is a
constant $C > 0$ given by
\[ C := \max \left( \|\nabla V\|_\infty, C_1 + C_0 + (K_1 + |b_1(0)|)\|\nabla V\|_\infty + \lambda \left( 1 + \sup_{x \in B(0,1)} V(x) \right) \right) \]
such that for all $x \in \mathbb{R}^d$ and $\mu \in \mathcal{P}(\mathbb{R}^d)$,
\[ L[\mu]V(x) \leq - (\lambda - \|\nabla V\|_\infty B_0) V(x) + \|\nabla V\|_\infty B_0 \int |z| \mu(dz) + C(1 + B_0). \]

With this inequality at hand, we obtain
\[
dV(X_t) = L[\mu_{X_t}]V(X_t) \, dt + dM^V_t \\
\leq [- (\lambda - \|\nabla V\|_\infty B_0) V(X_t) + \|\nabla V\|_\infty B_0 E[X_t] + C(1 + B_0)] \, dt + dM^V_t \\
\leq [- (\lambda - 2\|\nabla V\|_\infty B_0) V(X_t) + \|\nabla V\|_\infty B_0 (E[|X_t|] - |X_t|) + C(1 + B_0)] \, dt \\
+ dM^V_t,
\]
where in the last step we used the fact that $|x| \leq V(x)$ for all $x \in \mathbb{R}^d$. This proves the first assertion. Furthermore, since $E[X_t] < \infty$ for all $t > 0$, we can obtain the second one. \qed

**Remark 3.6.** Note that when $b_2(x, \mu) = 0$ for all $x \in \mathbb{R}^d$ and $\mu \in \mathcal{P}(\mathbb{R}^d)$ in (3.16), the proof of Lemma 3.5 still works in the same way. Hence, assuming \( \int_{|z| > 1} |z| \nu(dz) < \infty \) and \( (b(x), x) \leq -\lambda |x|^2 + C_0 \) for all $x \in \mathbb{R}^d$ with some $\lambda, C_0 > 0$, we obtain a Lyapunov function $V$ as stated in Lemma 3.5 for the distribution independent SDE (2.1). In particular, this Lyapunov function satisfies both Assumption (A)(iii) and Assumption (B)(iii).

We will now extend Theorem 2.7 to the McKean-Vlasov SDE given by (1.7).

**Theorem 3.7.** Suppose that the drift $b(x, \mu)$ is of the form (3.16) such that (3.17) and Assumption (C) are satisfied. Suppose also that \( \int_{|z| > 1} |z| \nu(dz) < \infty \). Let $V$ be the Lyapunov function from Lemma 3.5, and let $\mu_{X_0}$ and $\mu_{Y_0}$ be probability measures such that the integrals $\mu_{X_0}(V)$ and $\mu_{Y_0}(V)$ are finite (which is equivalent to saying that both $\mu_{X_0}$ and $\mu_{Y_0}$ have finite first moment). Then there are constants $K_2^*, K_3^*$ and $B_0^*$ such that for all $K_2 \in (0, K_2^*)$, $K_3 \in (0, K_3^*)$, $B_0 \in (0, B_0^*)$ and $t > 0$,
\[ W_\Phi(\mu_{X_t}, \mu_{Y_t}) \leq C_0 e^{-\lambda_0 t} (\mu_{X_0}(V) + \mu_{Y_0}(V))^2, \]
where $\Phi(x, y) = (|x - y| \wedge 1)(V(x) + V(y))$, and $C_0, \lambda_0 > 0$ are constants independent of $\mu_{X_0}$, $\mu_{Y_0}$ and $t$.

**Proof.** (i) Let $V$ be the Lyapunov function from Lemma 3.5. Choose $\psi$ as that in Lemma 2.9, and define $F(x, y) = \psi(|x - y|)(1 + \varepsilon(V(x) + V(y)))$ for any $x, y \in \mathbb{R}^d$ and some $\varepsilon > 0$. Then, following the proof of Theorem 2.7 and using (3.17) and Assumption (C)(i) and (iii), we can find constants $\varepsilon, \lambda_0 > 0$ such that for all $x, y \in \mathbb{R}^d$,
\[ \bar{L}F(x, y) \leq -\lambda_0 F(x, y), \]
where $\bar{L}$ is the operator given by (2.8) with $b$ replaced by $b_1$. Note that in the argument above, in order to verify Assumption (B)(iii), we used (3.17) and the properties of the function $V$, cf. Remark 3.6. Note also that the constructions of functions $\psi$ and $F$ are independent of $b_2(x, \mu)$, and, in particular, the constants $\varepsilon, \lambda_0$ are independent of $K_2, K_3$ and $B_0$ in Assumptions C(i) and (ii).
Furthermore, for any $x_1, x_2 \in \mathbb{R}^d$ and $\mu_1, \mu_2 \in \mathcal{P}_1(\mathbb{R}^d)$,
\[
\frac{\langle b_2(x_1, \mu_1) - b_2(x_2, \mu_2), x_1 - x_2 \rangle}{|x_1 - x_2|} \psi'(|x_1 - x_2|)(1 + \varepsilon(V(x_1) + V(x_2))) \\
+ \varepsilon \psi'(|x_1 - x_2|)\left(\langle b_2(x_1, \mu_1), \nabla V(x_1) \rangle + \langle b_2(x_2, \mu_2), \nabla V(x_2) \rangle\right) \\
\leq K_2 \psi'(|x_1 - x_2|)(1 + \varepsilon(V(x_1) + V(x_2))) \\
+ \varepsilon B_0 \nabla V \psi(|x_1 - x_2|) \left(2 + \int |z| \mu_1(dz) + \int |z| \mu_2(dz) + |x_1| + |x_2|\right) \\
\leq (K_2 + 2B_0 \nabla V_\infty \psi)(|x_1 - x_2|) \\
\times \left[1 + \varepsilon(V(x_1) + V(x_2)) + \varepsilon \left(\int |z| \mu_1(dz) + \int |z| \mu_2(dz)\right)\right] \\
+ K_3 \psi'(0) W_1(\mu_1, \mu_2)(1 + \varepsilon(V(x_1) + V(x_2))),
\]
where we used Assumptions (C)(i) and (ii) in the first inequality, and in the second inequality we used $V(x) \geq |x|$ and the fact that $\psi'(r) r \leq \psi(r)$ (since $\psi(0) = 0$ and $\psi'$ is decreasing).

(ii) In the following, let $L$ be the operator given by (2.2) with $b$ replaced by $b_1$. In particular, $\tilde{L}$ above is a coupling operator of $L$. Motivated by the proof of Theorem 3.2, we want to replace the component $\tilde{L}_Z$ of $\tilde{L}$ in (2.8) with the generator $\tilde{L}_Z^\delta$ corresponding to the combination of the refined basic coupling and the synchronous coupling, defined by (2.13). Note that, for the coupling operator $\tilde{L}_Z^\delta$, the equality (2.26) in the proof of Theorem 2.7 becomes
\[
\tilde{L}_Z^\delta F(x, y) \\
= \tilde{L}_Z \psi(|x - y|) \cdot (1 + \varepsilon(V(x) + V(y))) + \psi(|x - y|) \cdot \varepsilon L(V(x) + V(y)) \\
+ \phi_\delta(|x - y|) \cdot \frac{1}{2} \varepsilon \psi(|x - y - (x - y)_\kappa|) - \psi(|x - y|) \\
\times \int [(V(x + z) - V(x)) + (V(y + z + (x - y)_\kappa) - V(y))] \mu_{\theta, (y-x)_\kappa}(dz) \\
+ \phi_\delta(|x - y|) \cdot \frac{1}{2} \varepsilon \psi(|x - y + (x - y)_\kappa|) - \psi(|x - y|) \\
\times \int [(V(x + z) - V(x)) + (V(y + z - (x - y)_\kappa) - V(y))] \mu_{\theta, (x-y)_\kappa}(dz) \\
= \tilde{L} F(x, y) \cdot \phi_\delta(|x - y|) + \varepsilon \psi(|x - y|) L(V(x) + V(y)) \cdot (1 - \phi_\delta(|x - y|)).
\]
Hence, using (3.19) and repeating the reasoning from the proof of Theorem 3.2, we obtain
\[
\tilde{L}_Z^\delta F(x, y) \leq -\lambda_0 F(x, y) + \lambda_0 F(x, y) \cdot (1 - \phi_\delta(|x - y|)) \\
+ \varepsilon \psi(|x - y|) L(V(x) + V(y)) \cdot (1 - \phi_\delta(|x - y|)) \\
+ K_1 \psi'(|x - y|)|x - y| \cdot (1 - \phi_\delta(|x - y|)),
\]
where for the last term we used Assumption C(i), i.e., $b_1$ is one-sided Lipschitz with the constant $K_1$. Thus, due to the continuity of $\psi$ at zero and the fact that both $\psi'$
and $LV$ are bounded, we see that for any $x, y \in \mathbb{R}^d$, 
\[
\tilde{L}^{\delta} F(x, y) \leq -\lambda_0 F(x, y) + \lambda_0 \psi(\delta)(1 + \varepsilon(V(x) + V(y))) + C(\delta),
\]
where $C(\delta)$ is independent of $K_2, K_3$ and $B_0$, and such that $C(\delta) \to 0$ as $\delta \to 0$.

(iii) Now, as in part (ii) of the proof of Theorem 3.2, we can define a coupling process $(X_t, Y_t^\delta)_{t \geq 0}$ of the process $(X_t)_{t \geq 0}$, by using the system of SDEs (3.9). Similarly as in the proof of Theorem 2.7, we apply the refined basic coupling only to the component $\nu_0$ of the Lévy measure $\nu$. Under Assumption (C), we can verify the existence of a weak solution to (3.9) in the present setting. Furthermore, by the Itô formula,
\[
dF(X_t, Y_t^\delta) = \tilde{L}^{\delta} F(X_t, Y_t^\delta) \, dt + \left( \psi'(|X_t - Y_t^\delta|) \left( b_2(X_t, \mu_{X_t}) - b_2(Y_t^\delta, \mu_{Y_t^\delta}), X_t - Y_t^\delta \right) \right) \cdot \delta X_t dt + \varepsilon \psi(|X_t - Y_t^\delta|) \left( b_2(X_t, \mu_{X_t}), \nabla V(X_t) \right) + \left( b_2(Y_t^\delta, \mu_{Y_t^\delta}), \nabla V(Y_t^\delta) \right) dt
\]
where both $(M_t^\psi, \delta)_{t \geq 0}$ and $(M_t^V, \delta)_{t \geq 0}$ are martingales. Using all the estimates in parts (i) and (ii), we can bound the drift component in the inequality above by
\[
- \lambda_0 F(X_t, Y_t^\delta) + \lambda_0 \psi(\delta)(1 + \varepsilon(V(X_t) + V(Y_t^\delta))) + C(\delta)
+ (K_2 + 2B_0\|\nabla V\|_{\infty}) \psi(|X_t - Y_t^\delta|) (1 + \varepsilon(V(X_t) + V(Y_t^\delta)) + E|X_t| + E|Y_t^\delta|)
+ K_3 \psi'(0) (E|X_t - Y_t^\delta|) \cdot (1 + \varepsilon(V(X_t) + V(Y_t^\delta)))
\leq -\lambda_0 F(X_t, Y_t^\delta) + \lambda_0 \psi(\delta)(1 + \varepsilon(V(X_t) + V(Y_t^\delta))) + C(\delta)
+ (K_2 + 2B_0\|\nabla V\|_{\infty}) F(X_t, Y_t^\delta)
+ (K_2 + 2B_0\|\nabla V\|_{\infty}) \psi'(0)|X_t - Y_t^\delta| \varepsilon (E|X_t| + E|Y_t^\delta|)
+ K_3 \psi'(0) (E|X_t - Y_t^\delta|) \cdot (1 + \varepsilon(V(X_t) + V(Y_t^\delta)))
\leq -\lambda_0 - (K_2 + 2B_0\|\nabla V\|_{\infty}) F(X_t, Y_t^\delta)
+ (K_2 + 2B_0\|\nabla V\|_{\infty}) \psi'(0)|X_t - Y_t^\delta| \varepsilon (E|X_t| + E|Y_t^\delta|)
+ \lambda_0 \psi(\delta) + K_3 \psi'(0) E|X_t - Y_t^\delta| (1 + \varepsilon(V(X_t) + V(Y_t^\delta))) + C(\delta),
\]
where in the second inequality we used the facts that $V(x) \geq |x|$ for all $x \in \mathbb{R}^d$ and $\psi(r) \leq \psi'(0)r$ for all $r \geq 0$.

Hence, applying all the estimates above, we find that for any $\lambda_\ast, t > 0$ and for any $X_0 \sim \mu_{X_0}$ and $Y_0^\delta \sim \mu_{Y_0}$,
\[
e^{\lambda_\ast t} \mathbb{E} F(X_t, Y_t^\delta)
\leq \mathbb{E} F(X_0, Y_0^\delta) + \left[ \lambda_0 - (\lambda_0 - (K_2 + 2B_0\|\nabla V\|_{\infty})) \right] \int_0^t e^{\lambda_\ast s} \mathbb{E} F(X_s, Y_s^\delta) \, ds
+ \lambda_0 \psi(\delta) \int_0^t e^{\lambda_\ast s}(1 + \varepsilon(\mathbb{E}(V(X_s) + \mathbb{E}(V(Y_s^\delta)))) \, ds
+ (K_3 + K_2 + 2B_0\|\nabla V\|_{\infty}) \psi'(0)
\[ \times \int_0^t e^{\lambda s} (E[X_s - Y_s^\delta]) (1 + \varepsilon (EV(X_s) + EV(Y_s^\delta))) \, ds \]
\[ + C(\varepsilon) \int_0^t e^{\lambda s} \, ds \]
\[ =: EF(X_0, Y_0^\delta) + \sum_{i=1}^4 I_4. \]

Next, we will give bounds for \( I_2 \) and \( I_3 \). We first choose \( B_0 \in (0, \lambda/(2\|\nabla V\|_\infty)) \), where \( \lambda \) is the constant given in (3.17). Then, according to Lemma 3.5,
\[ I_2 \leq \lambda \psi(\delta) \int_0^t e^{\lambda s} \]
\[ \times \left( 1 + \varepsilon (EV(X_0) + EV(Y_0^\delta)) e^{-\lambda - 2\|\nabla V\|_\infty B_0} \right) \, ds \]
\[ \leq \lambda \psi(\delta) \left( 1 + \frac{2\varepsilon C(1 + B_0)}{\lambda - 2\|\nabla V\|_\infty B_0} + \varepsilon \mu_{x_0}(V) + \varepsilon \mu_{y_0}(V) \right) \int_0^t e^{\lambda s} \, ds \]
\[ =: \tilde{C}(\delta) \int_0^t e^{\lambda s} \, ds, \]
where \( \tilde{C}(\delta) \) satisfies \( \tilde{C}(\delta) \to 0 \) as \( \delta \to 0 \). We will now proceed with bounding \( I_3 \). In the arguments below, the constants \( C_i (i = 1, 2, \ldots, 4) \) are all independent of \( X_0, Y_0^\delta, t, \delta, K_2, K_3 \) and \( B_0 \). By the definition of \( F(x, y) \) and the properties of \( V \), there is a constant \( C_1 \geq 1 \) such that for all \( x, y \in \mathbb{R}^d \),
\[ C_1^{-1} |x - y| \leq F(x, y) \leq C_1 (V(x) + V(y)). \]
According to Lemma 3.5 again, for all \( s > 0 \),
\[ 1 + \varepsilon (EV(X_s) + EV(Y_s^\delta)) \]
\[ \leq C_2 \left( 1 + \frac{1 + B_0}{\lambda - 2\|\nabla V\|_\infty B_0} \right) + C_2 EV(X_0) + V(Y_0^\delta) e^{-\lambda - 2\|\nabla V\|_\infty B_0} s. \]
Hence,
\[ I_3 \leq C_3 (K_3 + K_2 + B_0) \left( 1 + \frac{1 + B_0}{\lambda - 2\|\nabla V\|_\infty B_0} \right) \int_0^t e^{\lambda s} EF(X_s, Y_s^\delta) \, ds \]
\[ + C_3 (K_3 + K_2 + B_0) E(V(X_0) + V(Y_0^\delta)) \int_0^t e^{[\lambda - (\lambda - 2\|\nabla V\|_\infty B_0)]s} EF(X_s, Y_s^\delta) \, ds \]
\[ \leq C_4 (K_3 + K_2 + B_0) \left( 1 + \frac{1 + B_0}{\lambda - 2\|\nabla V\|_\infty B_0} \right) \int_0^t e^{\lambda s} EF(X_s, Y_s^\delta) \, ds \]
\[ + C_4 (K_3 + K_2 + B_0) \left( 1 + \frac{1 + B_0}{\lambda - 2\|\nabla V\|_\infty B_0} \right) \]
\[ \times \left( E(V(X_0) + V(Y_0^\delta)) \right)^2 \int_0^t e^{[\lambda - (\lambda - 2\|\nabla V\|_\infty B_0)]s} \, ds, \]
where in the first inequality we used the fact that \( |x - y| \leq C_1 F(x, y) \) for all \( x, y \in \mathbb{R}^d \) and (3.20), while in the second inequality we used the fact that \( F(x, y) \leq
\(C_1(V(x) + V(y))\) for all \(x, y \in \mathbb{R}^d\) and Lemma 3.5 again, as well as
\[
\mathbb{E}(V(X_0) + V(Y_0^\delta)) \leq (\mathbb{E}(V(X_0) + V(Y_0^\delta)))^2
\]
since \(V \geq 1\).

Combining all the estimates above, we arrive at
\[
e^{\lambda s} \mathbb{E}(X_t, Y_t^\delta) \\
\leq \mathbb{E}(X_0, Y_0^\delta) \\
+ \left[ \lambda + K_2 + 2B_0 \|\nabla V\|_\infty + C_3 (K_3 + K_2 + B_0) \left( 1 + \frac{1 + B_0}{\lambda - 2\|\nabla V\|_\infty B_0} \right) \right] \\
\cdot \int_0^t e^{\lambda s} \mathbb{E}(X_s, Y_s^\delta) \, ds \\
+ C_5(K_2, K_3, B_0) (\mu_{X_0}(V) + \mu_{Y_0}(V)) \int_0^t e^{(\lambda s + 2\|\nabla V\|_\infty B_0 - \lambda)s} \, ds \\
+ (C(\delta) + \tilde{C}(\delta)) \int_0^t e^{\lambda s} \, ds.
\]
(3.21)

Here and in what follows, the constants \(C_i(K_2, K_3, B_0)\) \((i = 5, 6, 7)\) may depend on \(K_2, K_3, \) and \(B_0\). Choosing \(K_2^*, K_3^*\), and \(B_0^*\) small enough so that
\[
K_2^* + 2B_0^* \|\nabla V\|_\infty + C_3 (K_3^* + K_2^* + B_0^*) \left( 1 + \frac{1 + B_0^*}{\lambda - 2\|\nabla V\|_\infty B_0^*} \right) \leq \lambda_0/2,
\]
and then letting \(\lambda_* \leq \lambda_0/2\), we can bound the second term on the right hand side of (3.21) by zero. Moreover, if we choose \(\lambda_* < \lambda - 2\|\nabla V\|_\infty B_0\), then we can bound the integral in the third term by a constant independent of \(t\). As a consequence, we find that for any \(K_2 \in (0, K_2^*), K_3 \in (0, K_3^*), B_0 \in (0, B_0^*), \lambda_* < \min\{\lambda_0/2, \lambda - 2\|\nabla V\|_\infty B_0^*\}\) and \(t > 0\),
\[
\mathbb{E}(X_t, Y_t^\delta) \leq C_6(K_2, K_3, B_0) e^{-\lambda_* t} \left( \mathbb{E}(X_0, Y_0^\delta) + (\mu_{X_0}(V) + \mu_{Y_0}(V))^2 \right) \\
+ (C(\delta) + \tilde{C}(\delta))/\lambda_* \\
\leq C_7(K_2, K_3, B_0) e^{-\lambda_* t} (\mu_{X_0}(V) + \mu_{Y_0}(V))^2 + (C(\delta) + \tilde{C}(\delta))/\lambda_*,
\]
where in the second inequality we used the fact that
\[
\mathbb{E}(X_0, Y_0^\delta) \leq C_1 (\mu_{X_0}(V) + \mu_{Y_0}(V)) \leq C_1 (\mu_{X_0}(V) + \mu_{Y_0}(V))^2.
\]
Letting \(\delta \to 0\) in the inequality above, we can prove the desired assertion by following the arguments from the final part of the proof of Theorem 3.2.

At the end of this part, we give the proof of Theorem 1.5.

**Proof of Theorem 1.5.** Combining Theorem 3.7 with the fact that for all probability measures \(\mu_1, \mu_2 \in \mathcal{P}_1(\mathbb{R}^d)\) we have \(W_1(\mu_1, \mu_2) \leq CW_2(\mu_1, \mu_2)\) for some constant \(C > 0\) (cf. the proof of Corollary 2.8), we obtain
\[
W_1(\mu_{X_0}, \mu_{Y_0}) \leq C_1 e^{-\lambda_0 t} (\mu_{X_0}(V) + \mu_{Y_0}(V))^2
\]
for some constant \(C_1 > 0\). Here the constant \(\lambda_0 > 0\), the function \(V\) and the measures \(\mu_{X_0}, \mu_{Y_0}, \mu_X, \) and \(\mu_Y\) are as in the statement of Theorem 3.7. Similarly as in the proof of Theorem 1.4, we can follow e.g. the proof of [47, Theorem 3.1(2)] and use (3.18) to conclude that there exists a unique invariant measure \(\mu\) for the solution.
(X_t)_{t \geq 0} to (1.7). Hence we can consider our bound (3.22) with (Y_t)_{t \geq 0} initiated at \( \mu Y_0 = \mu \), which concludes the proof.

\[ \square \]

4. Propagation of chaos

This section is devoted to the proof of Theorem 1.2.

Proof of Theorem 1.2. The proof is based on the idea of the proof for [15, Theorem 2]. For convenience, we denote \( \tilde{b}_2 = b_2 \), i.e., we assume that the drift \( b(x, \mu) \) is given by

\[ b(x, \mu) = b_1(x) + \int b_2(x - z) \mu(dz) = b_1(x) + b_2 \ast \mu(x). \]

In particular, we denote \( K_{b_2} = K_{b_2} \) in condition (1.11). We first follow part (i) of the proof of Theorem 3.2. Based on the contractivity at infinity condition (1.10) for \( b_1(x) \), we construct a function \( \psi \) as in Theorem 3.2, with constants \( K_1, K_2, L_0 \), replaced by \( K_{1,b_1}, K_{2,b_1}, r_{b_1} \), respectively. Now observe that due to (1.12), for \( L_0 = r_{b_1} \), we can find a function \( \sigma(r) \) satisfying condition (3.6) for \( r \in (0, 2r_{b_1}] \), cf. the proof of [33, Theorem 1.1]. Hence, proceeding as in (3.7), we have

\[ \psi'(|x - y|) \left[ K_{1,b_1} |x - y| \mathbf{1}_{|x - y| \leq r_{b_1}} - K_{2,b_1} |x - y| \mathbf{1}_{|x - y| \geq r_{b_1}} \right] + \bar{L}_Z \psi(|x - y|) \leq -\lambda_0 \psi(|x - y|), \]

where \( \bar{L}_Z \) is the refined basic coupling operator for \( Z \) and \( \lambda_0 > 0 \) is an explicit constant defined as in the proof of Theorem 3.2, depending only on \( K_{1,b_1}, K_{2,b_1}, r_{b_1} \) and properties of the Lévy measure \( \nu \). In particular, the construction of \( \psi \) and the constant \( \lambda_0 \) is independent of \( K_{b_2} \).

Motivated by part (ii) of the proof of Theorem 3.2, for any fixed \( \delta > 0 \) we consider the following coupling between the independent McKean-Vlasov processes and the mean-field particle system

\[
\begin{align*}
\left\{ 
\begin{array}{l}
d\bar{X}_t^i = b_1(X_t^i) + b_2 \ast \mu X_t^i dt + dZ_t^i, \\
dX_t^{i,n,\delta} = b_1(X_t^{i,n,\delta}) + \frac{1}{n} \sum_{j=1}^{n} b_2(X_t^{i,n,\delta} - X_t^{j,n,\delta}) dt + dZ_t^i + dL_t^{i,\delta},
\end{array}
\right.
\end{align*}
\]

where \((L_t^{i,\delta})_{t \geq 0}\) is defined by analogy to (2.14), with \( U_t^\delta \) replaced by \( U_t^{i,\delta} := \bar{X}_t^i - X_t^{i,n,\delta} \). Here we assume that \((\bar{X}_0^i, X_0^{i,n,\delta})\) are independent random variables with the same law having finite second moments, and \((Z_t^i)_{t \geq 0}\) are independent Lévy processes associated with the same Lévy measure \( \nu \). We can follow step (ii) in the proof of Theorem 3.2 to show that the system above has a weak solution \((\bar{X}_t^i, X_t^{i,n,\delta})_{t \geq 0}\) for all \( 1 \leq i \leq n \).

Below, let \( U_t^i, \delta = \bar{X}_t^i - X_t^{i,n,\delta} \) for all \( t > 0 \). Then, by (4.1) and (3.12), for all \( t > 0 \) and \( 1 \leq i \leq n \),

\[
\begin{align*}
d\psi(|U_t^i|) &\leq \psi(|U_t^i|) \frac{(b_1(X_t^i) - b_1(X_t^{i,n,\delta}), U_t^{i,\delta})}{|U_t^{i,\delta}|} dt + \bar{L}_Z \psi(|U_t^{i,\delta}|) dt \\
&\quad + \psi(|U_t^{i,\delta}|) \frac{(b_2 \ast \mu X_t^i, X_t^{j,n,\delta})}{|U_t^{i,\delta}|} dt + \bar{L}_Z \psi(|U_t^{i,\delta}|) dt \\
&\quad + \lambda_0 \psi(|U_t^i|) \left( 1 - \phi_\delta(|U_t^i|) \right) + \psi(0) K_{1,b_1}|U_t^{i,\delta}| \left( 1 - \phi_\delta(|U_t^i|) \right),
\end{align*}
\]
where \( \psi \) and \( \lambda_0 \) are as described above, \( \tilde{L}_Z^\delta \) is defined by (2.13), \( (M_t^{\psi,i,\delta})_{t \geq 0} \) is a martingale, and

\[
A_t^{i,\delta} := \left| b_2 * \mu_{X_i}(\bar{X}_t^i) - \frac{1}{n} \sum_{j=1}^{n} b_2(X_{t,j}^{i,n,\delta} - \bar{X}_t^i) \right|
\]

In the argument above we used the facts that \( \psi' \) is decreasing and that \( b_1(x) \) is one-sided Lipschitz with the constant \( K_{1,b_1} \). We note again that the construction of \( \psi \) and the constant \( \lambda_0 \) is independent of \( K_{b_2} \).

For notational convenience, let us drop the superscript \( \delta \) for now (i.e., denote \( A_t^i := A_t^{i,\delta} \), \( X_t^{i,n} := X_t^{i,n,\delta} \), and \( U_t^i := U_t^{i,\delta} \)) and estimate \( A_t^i \) as follows

\[
A_t^i \leq \frac{1}{n} \sum_{j=1}^{n} |b_2(\bar{X}_t^i - \bar{X}_t^i) - b_2(X_{t,j}^{i,n} - X_{t,j}^{i,n})| + \left| b_2 * \mu_{X_i}(\bar{X}_t^i) - \frac{1}{n} \sum_{j=1}^{n} b_2(\bar{X}_t^i - \bar{X}_t^i) \right|
\]

\[
\leq \frac{n}{n} \sum_{j=1}^{n} \left( \psi(|U_t^i|) + \psi(|U_t^j|) \right) + \left| b_2 * \mu_{X_i}(\bar{X}_t^i) - \frac{1}{n} \sum_{j=1}^{n} b_2(\bar{X}_t^i - \bar{X}_t^i) \right|
\]

\[
= \frac{n}{n} \sum_{j=1}^{n} \left( \psi(|U_t^i|) + \psi(|U_t^j|) \right) + A_t^{i,*},
\]

where \( \eta := \eta(K_{b_2}) = K_{b_2}/c_1 \) with the constant \( c_1 \) defined as in Theorem 3.2 (independent of \( K_{b_2} \)), and in the second inequality we used condition (1-ii) and the fact that \( c_1 r \leq \psi(r) \) for all \( r > 0 \). Hence, according to both estimates above and the fact that \( \psi'(r) \leq 1 + c_1 \) for all \( r > 0 \), we arrive at

\[
\frac{1}{n} \sum_{i=1}^{n} \frac{dE\psi(|U_t^i|)}{dt} \leq -\frac{\lambda_0 - 2(1 + c_1)\eta}{n} \sum_{i=1}^{n} E\psi(|U_t^i|) dt + \frac{(1 + c_1)}{n} \sum_{i=1}^{n} E\lambda_{i,*} + C(\delta),
\]

where \( C(\delta) \to 0 \) as \( \delta \to 0 \). In particular, choosing

\[
(4.2) \quad 0 < K_{b_2} < \frac{\lambda_0 c_1}{(2(1 + c_1))},
\]

we find that

\[
(4.3) \quad \frac{1}{n} \sum_{i=1}^{n} \frac{dE\psi(|U_t^i|)}{dt} \leq -\lambda \sum_{i=1}^{n} E\psi(|U_t^i|) dt + \frac{(1 + c_1)}{n} \sum_{i=1}^{n} E\lambda_{i,*} + C(\delta),
\]

where \( \lambda := \lambda_0 - 2(1 + c_1)\eta > 0 \) due to (4.2).

Furthermore, given \( X_t^i \), the random variables \( \bar{X}_t^i, j \neq i \), are i.i.d. with the same law \( \mu_{X_i} =: \mu_{X_i} \). In particular,

\[
E(b_2(\bar{X}_t^i - \bar{X}_t^i)|X_t^i) = b_2 * \mu_{X_i}(\bar{X}_t^i).
\]

Due to condition (1-ii) (particularly, \( b_2(0) = 0 \) and \( |b_2(z)| \leq K_{b_2} |z| \) for all \( z \in \mathbb{R}^d \)),

\[
E\lambda_{i,*} \leq E \left| b_2 * \mu_{X_i}(\bar{X}_t^i) - \frac{1}{n-1} \sum_{j=1}^{n} b_2(\bar{X}_t^i - \bar{X}_t^j) \right|
\]

\[
+ \left( \frac{1}{n-1} - \frac{1}{n} \right) \sum_{j=1}^{n} E|b_2(\bar{X}_t^i - \bar{X}_t^j)|
\]

We now need to bound the second moment of $(X_t)_{t \geq 0}$. To this end, consider

\[
L[\mu] f(x) = \langle b_1(x), \nabla f(x) \rangle + \left\langle \int b_2(x - z) \mu(dz), \nabla f(x) \right\rangle + \int (f(x + z) - f(x) - \langle \nabla f(x), z \rangle 1_{\{|z| \leq 1\}}) \nu(dz),
\]

(cf. (3.3)) and apply it to $f(x) = |x|^2$. According to condition (1-i), there is a constant $C_1 > 0$ such that

\[
\langle b_1(x), \nabla f(x) \rangle = 2 \langle b_1(x), x \rangle \leq -2K_{2,b_1} |x|^2 + 2|b_1(0)||x| + C_1, \quad x \in \mathbb{R}^d.
\]

Moreover, for the second term in (4.4), due to the fact that $|b_2(z)| \leq K_{b_2}|z|$ for all $z \in \mathbb{R}^d$, we get

\[
\left\langle \int b_2(x - z) \mu(dz), \nabla f(x) \right\rangle = 2 \int \langle b_2(x - z), x \rangle \mu(dz) \leq 2K_{b_2} \int |x - z| \cdot |x| \mu(dz) \leq 2K_{b_2} |x|^2 + 2K_{b_2} |x| \int |z| \mu(dz).
\]

Finally, since $\int_{\mathbb{R}^d} |z|^2 \nu(dz) < \infty$, there is a constant $C_2 > 0$ such that for all $x \in \mathbb{R}^d$,

\[
\int (f(x + z) - f(x) - \langle \nabla f(x), z \rangle 1_{\{|z| \leq 1\}}) \nu(dz)
\]

\[
= \int_{\{|z| \leq 1\}} (|x + z|^2 - |x|^2 - 2\langle x, z \rangle) \nu(dz) + \int_{\{|z| > 1\}} (|x + z|^2 - |x|^2) \nu(dz)
\]

\[
\leq C_2(1 + |x|).
\]

Hence, we get that there is a constant $C_3 > 0$ such that

\[
L[\mu] f(x) \leq (-2K_{2,b_1} + 2K_{b_2}) |x|^2 + 2K_{b_2} |x| \int |z| \mu(dz)
\]

\[
+ (2|b_1(0)| + C_2)|x| + C_1 + C_2
\]

\[
\leq (-2K_{2,b_1} + 4K_{b_2}) |x|^2 + K_{b_2} \int |z|^2 \mu(dz) + C_3,
\]
where in the second inequality we used the facts that \(2ab \leq a^2 + b^2\) for all \(a, b \geq 0\),
\[
\left( \int |z| \mu(dz) \right)^2 \leq \int |z|^2 \mu(dz),
\]
and we chose the constant \(C_3 > 0\) so that
\[
(2|b_1(0)| + C_2)|x| + C_1 + C_2 \leq K_{b_1}|x|^2 + C_3, \quad x \in \mathbb{R}^d.
\]
Using the inequality above and following the argument of Lemma 3.5, we can get
that for any \(0 < K_{b_2} < 2K_{2b_1}/5\),
\[
\int_{\mathbb{R}^d} |z|^2 \mu_{X_i}(dz) = \mathbb{E}|X_i|^2 \leq \mathbb{E}|X_0|^2 + C_4
\]
holds with some constant \(C_4 > 0\), depending only on the second moment of the Lévy measure \(\nu\), \(b_1(0)\) and the constants in condition (1.10). Hence, for all \(1 \leq i \leq n\),
\[
\mathbb{E}A_i^{r, \nu} \leq \frac{C_5}{\sqrt{n-1}},
\]
where \(C_5 := K_{b_2}(\sqrt{2} + 1)(\mathbb{E}|X_0|^2 + C_4)^{1/2}\). This, along with (4.3), yields that if
\(K_{b_2} < \min\{2K_{2b_1}/5, \lambda_0 c_1/(2(1 + c_1))\}\), then
\[
\frac{1}{n} \sum_{i=1}^n \frac{d\mathbb{E}\psi(|U_i^{t, \delta}|)}{dt} \leq -\lambda \sum_{i=1}^n \mathbb{E}\psi(|U_i^{t, \delta}|) dt + \frac{C_5}{\sqrt{n-1}} + \tilde{C}(\delta).
\]
Therefore,
\[
\frac{1}{n} \sum_{i=1}^n \mathbb{E}\psi(|U_i|) \leq e^{-\lambda t} \frac{1}{n} \sum_{i=1}^n \mathbb{E}\psi(|U_0^{|t|}|) + \frac{C_5}{\lambda \sqrt{n-1}} + \tilde{C}(\delta),
\]
where \(\tilde{C}(\delta) \to 0\) as \(\delta \to 0\). Combining this with the facts that \(W_{\psi}(\mu_1, \mu_1) \leq \mathbb{E}\psi(|U_1^{|t|}|)\)
for all \(1 \leq i \leq n\) and \(c_1 \psi(r) \leq (1 + c_1)r\) yields the desired assertion. \(\square\)
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