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Abstract

Heat radiation in optically thick non-grey media can be well approximated with the Rosseland model which is a class of nonlinear diffusion equations with convective boundary conditions. The optical spectrum is divided into a set of finite bands with constant absorption coefficients but with variable Planckian diffusion coefficients. This simplification reduces the computational costs significantly compared to solving a full radiative heat transfer model. Therefore, the model is very popular for industrial and engineering applications. However, the opaque nature of the media often results in thermal boundary layers that requires highly refined meshes, to be recovered numerically. Such meshes can significantly hinder the performance of numerical methods. In this work we explore for the first time using enriched basis functions for the model in order to avoid using refined meshes. In particular, we discuss the finite element method when using basis functions enriched with a combination of exponential and hyperbolic functions. We show that the enrichment can resolve thermal boundary layers on coarse meshes and with few elements. Comparisons to the standard finite element method for thermal radiation in non-grey optically thick media with multi-frequency bands show the efficiency of the approach. Although we mainly study the enriched basis functions in glass cooling applications but the substantial saving in the computational requirements makes the approach highly relevant to a large number of engineering applications that involve solving the Rosseland model.
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Nomenclature

$\alpha$ emissivity
$\rho$ reflectivity
$\kappa$ absorption coefficient, (m$^{-1}$)
$\sigma$ scattering coefficient, (m$^{-1}$)
$k_c$ heat conduction coefficient, (W.m$^{-1}$K$^{-1}$)
$\nu$ frequency variable, ($\mu$m$^{-1}$)
$v$ diffusion scaling
$s$ angular direction
$I$ intensity, (J.m$^{-2}$μm$^{-1}$)
$\varphi$ mean intensity, (J.m$^{-2}$)
$\Theta$ temperature, (K)
$B$ Planck function, (W.m$^{-2}$μm$^{-1}$)
$\Theta_b$ surround medium temperature, (K)
$\Theta_0$ initial temperature, (K)
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Introduction

Resolving heat transfer is a crucial step in modelling many engineering applications. Heat is transmitted through three interactive mechanisms namely conduction, convection and radiation. In a general case modelling heat transfer involves modelling these mechanisms as well as the interaction between them. Conduction and convection happen on a relatively long time scale and transfer heat within the proximity of the heat source compared to radiation which transfers heat at the speed of light and can affect objects far away from the source. The modelling may also involve nonlinearities, boundary layers and irregularities [3]. Therefore, resolving heat transfer can present a significant challenge in such cases for thermal design of solids thermal and cooling systems [29, 30] as well as for liquids [36–38]. In this paper we look into transient heat transfer in hot solids and applications with general geometries. Two dominant mechanisms are involved, namely, conduction and radiation. Modelling such a problem is often not possible with analytical solutions if complicated geometries are studied. Furthermore, numerical solutions involve solving theoretical models for the transient radiative heat transfer which is recognized as highly demanding computationally especially in multi-dimensions [2,12,44].

An approximation for the radiative transfer can be achieved with the spherical harmonic models also known as PN approximations. However, these models may also lead to a large number of complicated equations which are coupled in a complex manner, see for example [8]. To reduce the computational costs several authors developed simplified models that are less demanding but sufficiently accurate for practical purposes [20]. Other methods used for solving the transient radiative heat transfer include the ray-tracing method which solves the transport equation along rays for a given temperature distribution [18, 46] and the discrete ordinates method which considers only a finite number of directions for the discretization of angle variables [2, 17]. Among these approximations the Rosseland model is widely considered as the simplest for transient radiative heat transfer [42]. It consists of replacing the integro-differential equations for radiative transfer with a single heat equation including nonlinear diffusion coefficients [4]. The Rosseland approximation is well established in the case of matter radiating in vacuum [42]. In the more complicated case of a prescribed incident radiation intensity, the Rosseland approximation is based on asymptotic analysis involving non-trivial boundary layers analysis, see for instance [2, 46]. This is often used in applications with optically thick media and can produce numerical solutions which have the same accuracy as those obtained using the full radiative heat transfer but with a significantly less computational effort.

The Rosseland model has been used for applications in glass cooling [21,48], ceramic manufacturing [5], viscous electrically conducting incompressible flows [11] and convection-radiation heat transfer [27, 49] among others. However, it should be noted that a major difficulty with the Rosseland approximation is related to boundary conditions. Natural boundary conditions for transport equations and for diffusion equations are of a very different nature. For instance, Dirichlet boundary conditions are admissible for diffusion equations but not for transport equations. A typical instance of natural boundary condition for a transport equation consists of prescribing the density of particles entering the spatial domain where the equation is to be solved. Although the use of the Rosseland approximation simplifies the radiative transfer but the coupling with conduction as well as the formation of steep boundary layers can still be very challenging to recover with numerical methods. For example the Finite Element (FE) method, which is very flexible in dealing with complicated geometries, can become severely limited when recovering high gradient solutions on such boundary layers. This becomes more of an issue in the time domain where the solution needs to be evaluated continuously over a large number
of timesteps. Especially, in the nonlinear case where small inaccuracies can escalate quickly over time to destabilize the numerical solution and render the FE method impractical [32]. Other numerical methods also face the similar difficulties.

To deal with these difficulties it is possible to improve the approximation properties of a numerical method by including enrichment functions that have better approximation properties compared to the standard basis functions. Hence, instead of using general polynomials as an approximation basis for the finite element method one may use exponential functions to capture steep boundary layers. The enrichment technique was originally proposed in the partition of unity (PU) method [28], which was first used to enrich the FE [19] and then the boundary element [41] but for solving wave problems. Here, oscillatory functions are included in the basis functions to capture waves propagation on coarse meshes instead of fine ones without compromising on the accuracy. The PU method has been used to solve heat transfer in homogeneous media [25, 32], in heterogeneous materials for two-dimensional applications [26] and recently in functionally graded materials for three-dimensional problems [24]. A major advantage for the PU enrichment approach is related to the global nature of the enrichment functions. Hence, the continuity between the elements is smoothly ensured through the combination of the enrichment with the standard polynomial shape functions. However, it is also possible to use the enrichment with discontinuous formulations where the enforced continuity gives more flexibility in the enrichment functions choice. In [23] the authors use oscillatory functions to recover the solution of the Helmholtz equation within the ultra-weak variational formulation framework. The continuity is weakly enforced through the least squares approach. Another discontinuous approach can be found in [9] where the FE method is enriched with plane waves and the continuity is enforced by using Lagrange multipliers. Other discontinuous approaches are also available in the literature [13].

The enrichment approach was also applied to solve heat transfer problems which involves steep gradients. An early work on the partition of unity finite element (PUFE) solution of the convection-diffusion problem can be found in [35] where the convergence rate of the standard FE method is improved by including exponential functions similar to the exact solution. Later, transient geothermal problems are considered using time-dependent enrichments in [47]. The time dependence of the enrichment helped to maintain its approximation properties by updating it at each timestep. Another approach for multi-scale problems involves solving for a local domain to build a suitable enrichment that is then incorporated into the solution of a global domain [40]. The work was also extended to deal with transient heat transfer [39] and was implemented for parallel simulation [22]. A family of time-independent Gaussian functions were implemented for the solution of both linear transient diffusion problems that involve steep gradients [32] and nonlinear transient diffusion problems in heterogeneous materials [26]. This class of functions account for various temporal stages of the solution, which led to a significant improvement in the efficiency as the system matrix does not change in time. A similar approach was also adapted for radiative heat transfer in a grey material [33] and for glass cooling where multiple frequency bands have been studied [34]. Using mixed enrichments, it was also possible to develop a similar framework for solving heat transfer in heterogeneous media [7]. Again here discontinuous formulation were proposed for solving advection-diffusion problems with enrichment [1, 10, 15].

Numerical solution of the Rosseland approximation of transient thermal radiation in non-grey optically thick media often presents difficulties because of the presence of external and internal boundary layers. In this paper we investigate for the first time the finite element solution of the Rosseland model using the PU enriched basis functions. The novelty in the present approach lies on the ability of the PUFE method to accurately resolves the thermal features in the Rosseland model on coarse meshes without requiring special treatment of the optical spectrum or solving nonlinear systems of algebraic equations. The presented results shows that the enriched basis functions can significantly reduce the number of degrees of freedom needed for the FE when solving the Rosseland approximation with steep boundary layers. This can be a major advantage when modelling radiative heat transfer for industrial applications where steep boundary layers can pose a significant challenge in terms of required degrees of freedom. The rest of the paper is organized as follows. The governing equations for the transient thermal radiation in non-grey media are stated in section 2. In section 3, we formulate a linearly implicit scheme for the time integration and the variational formulation for the space discretization is established using the FE method with PU enriched basis functions. The numerical results for three test examples including glass cooling are presented in section 4. Finally, section 5 contains some concluding remarks.
2 Equations for thermal radiation in non-grey media

In general, modelling thermal radiation in non-grey media requires integro-differential equations that depend on the space, direction and frequency due to the energy transport by photons, see for example [16, 20, 30]. The model consists of a heat equation for the temperature $\Theta(x, t)$ and a transport equation for the radiative intensity $I(x, \nu, s)$. These equations are given in a dimensionless form by

\[
\varepsilon^2 \frac{\partial \Theta}{\partial t} - \varepsilon^2 \nabla \cdot (k_c \nabla \Theta) = - \int_{\nu_0}^{\infty} \kappa(\nu) \left( 4\pi B(\Theta, \nu, n_m) - \int_{\Omega^2} I(x, \nu, s) ds \right) d\nu, \quad (x, t) \in \Omega \times [0, T],
\]

\[
\varepsilon s \cdot \nabla I + \kappa(\nu) I = \kappa(\nu) B(\Theta, \nu, n_m), \quad (x, \nu, s) \in \Omega \times [\nu_0, \infty[ \times \mathbb{S}^2,
\]

\[
\varepsilon k_c n(\hat{x}) \cdot \nabla \Theta + h_c (\Theta - \Theta_b) = \alpha \pi \int_{\nu_0}^{\nu_b} (B(\Theta_b, \nu, n_b) - B(\Theta, \nu, n_b)) d\nu, \quad (\hat{x}, t) \in \partial \Omega \times [0, T],
\]

\[
I(\hat{x}, s, \nu) = \varrho(n \cdot s) I(\hat{x}, s', \nu) + \left( 1 - \varrho(n \cdot s) \right) B(\Theta_b, \nu, n_m), \quad (\hat{x}, \nu, s) \in \partial \Omega^{-} \times [0, \nu_0] \times \mathbb{S}^2,
\]

\[
\Theta(x, 0) = \Theta_0(x), \quad x \in \Omega,
\]

where $\Omega$ is a geometrical domain with a boundary $\partial \Omega$ of an absorbing and emitting semi-transparent material, $I(x, s, \nu)$ is the spectral intensity at the point $x$ and the frequency $\nu$, and with the propagation direction $s$. The problem is considered in the time span $[0, T]$. Here, $k_c$ is the thermal conductivity, $\kappa$ the absorption coefficient, $h_c$ the convective heat transfer coefficient, $\Theta_0$ a given initial temperature of the media, $\Theta_b$ a given ambient temperature of the surrounding, $\mathbb{S}^2$ denotes the unit sphere, $n(\hat{x})$ the outward normal at $\hat{x}$ to the boundary $\partial \Omega$, $\alpha$ the mean hemispheric surface emissivity in the opaque spectral region $[0, \nu_b]$ where radiation is completely absorbed, $\varepsilon \in (0, 1]$ is a diffusion scale, $\varrho \in [0, 1]$ is the reflectivity, and $n_b$ and $n_m$ are, respectively, the refractive indices of the surrounding medium and the semi-transparent material. In (1), $B(\Theta, \nu, n)$ is the spectral intensity of the black-body radiation defined by the Planck function in a medium with refractive index $n$ as

\[
B(\Theta, \nu, n) = \frac{2h_P \nu^3}{c_0^2 n^2} \exp \left( \frac{h_P \nu}{k_B \Theta} \right) - 1,
\]

where $h_P$ is Planck’s constant, $k_B$ Boltzmann’s constant, and $c_0$ the speed of radiation propagation in the vacuum, see for instance [29]. Note that on the boundary we consider the transmitting and specular reflecting conditions where the boundary region $\partial \Omega^-$ in (1) is defined as

\[
\partial \Omega^- = \left\{ \hat{x} \in \partial \Omega : \quad n(\hat{x}) \cdot s < 0 \right\},
\]

and $s' = s - 2(n \cdot s)n$ is the specular reflection of $s$ on $\partial \Omega$. In (1), the reflectivity $\varrho$ is obtained according to the Fresnel and Snell laws. Thus, for an incident angle $\beta_m$ given by $\cos \beta_m = |n \cdot s|$ and the Snell law $n_b \sin \beta_b = n_m \sin \beta_m$, the reflectivity $\varrho(\mu)$, $\mu = |n \cdot s|$, is defined by

\[
\varrho(\mu) = \begin{cases} 
\frac{1}{2} \left( \frac{\tan^2 (\beta_m - \beta_b)}{\tan^2 (\beta_m + \beta_b)} + \frac{\sin^2 (\beta_m - \beta_b)}{\sin^2 (\beta_m + \beta_b)} \right), & \text{if } |\sin \beta_m| \leq \frac{n_b}{n_m}, \\
1, & \text{otherwise}.
\end{cases}
\]

We assume that $n_m > n_b$ and the hemispheric emissivity $\alpha$ is related to the reflectivity $\varrho$ by

\[
\alpha = 2n_m \int_0^1 (1 - \varrho(\mu)) d\mu.
\]

Details on the passage from dimensional equations to the dimensionless system (1) can be found in [16,20] and are omitted here.
In the present study, we are interested in thermal radiation in non-grey optically thick media. For a semi-transparent medium with large scattering, an asymptotic expansion (for $\varepsilon \ll 1$) in (1) yields the equilibrium diffusion or the Rosseland approximation [2, 42, 46]

$$\frac{\partial \Theta}{\partial t} - \nabla \cdot \left( k_c + k_r(\Theta) \nabla \Theta \right) = 0, \quad (x, t) \in \Omega \times [0, T]$$

$$\varepsilon k_c n(\hat{x}) \cdot \nabla \Theta + h_c(\Theta - \Theta_b) = \alpha \pi \int_0^\infty \left( B(\Theta_b, \nu, n_b) - B(\Theta, \nu, n_b) \right) d\nu, \quad (x, t) \in \partial \Omega \times [0, T]$$

$$\Theta(x, 0) = \Theta_0(x), \quad x \in \Omega,$$

where the conduction coefficient $k_r(\Theta)$ is defined as a function of the temperature by

$$k_r(\Theta) = \frac{4 \pi}{3} \int_0^\infty \frac{1}{\kappa(\nu)} \frac{\partial B}{\partial \Theta}(\Theta, \nu, n_m) d\nu.$$  \hspace{1cm} (4)

Following ideas reported in [16, 20, 45], the radiative spectrum $[\nu_0, \infty)$ is divided into a finite set of small intervals $[\nu_{k-1}, \nu_k)$ and we assume that the spectral absorption coefficients $\kappa(\nu)$ are piecewise constants with respect to the frequency $\nu$ i.e.,

$$\kappa(\nu) = \kappa_k, \quad \forall \nu \in [\nu_{k-1}, \nu_k), \quad k = 1, 2, \ldots, M,$$

with $\kappa_k$ is constant and $M$ is the total number of spectral bands. If we introduce the Planck function $B^{(k)}$ in the $k$th spectral band

$$B^{(k)}(\Theta, n) = \int_{\nu_{k-1}}^{\nu_k} B(\Theta, \nu, n) d\nu, \quad k = 1, 2, \ldots, M,$$

then the Rosseland approximation (3) transforms to

$$\frac{\partial \Theta}{\partial t} - \nabla \cdot \left( K(\Theta) \nabla \Theta \right) = 0,$$

$$\varepsilon k_c n(\hat{x}) \cdot \nabla \Theta + h_c(\Theta - \Theta_b) = \alpha \pi \left( B^{(0)}(\Theta_b, n_b) - B^{(0)}(\Theta, n_b) \right),$$

$$\Theta(x, 0) = \Theta_0(x),$$

where

$$K(\Theta) = k_c + \frac{4 \pi}{3} \sum_{k=1}^{M} \frac{1}{\kappa_k} \frac{\partial B^{(k)}}{\partial \Theta}(\Theta, n_m).$$

The Rosseland equations (6) are widely accepted as an accurate model for radiation transport in both participating and non-participating optically thick media. These equations do not have analytical solutions for general geometries and their numerical solutions lead to computationally demanding problems for nonlinear diffusion and when thermal boundary layers are present. To deal with these we investigate a PU enriched basis functions for the finite element solution of the problem.

### 3 Enriched basis function for the finite element method

The standard finite element method usually relies on linear or quadratic basis functions over many elements to approximate steep boundary layers. This results in highly refined meshes which become a huge computational burden especially in transient problems. Taking into account that the Rosseland model may require the simulation of lengthy transient phases before a steady state solution is reached, the inefficiency in the standard finite element method becomes clear. On the other hand, to avoid intensive computations the efficiency of the
method can be improved by enriching the basis functions. The enrichment functions can be chosen to reproduce the physical behaviour of the solution. Hence, functions with steep gradients can be used to reproduce steep boundary layers [33]. In the context of partition of unity methods, the terminology enrichment is only used to refer to the special functions that have certain advantageous properties hence, can improve the finite element approximation for the problem under study. Previous results show that enriched finite elements are significantly more efficient in capturing such layers even on coarse meshes [32–34]. Discontinuous enrichment methods using Lagrange multipliers to ensure inter-element continuity have also been investigated in [9,13] among others. In the present work, the continuity is ensured in a natural form through multiplying the enrichment with the polynomial shape functions. It should be stressed that enriched finite element methods can also handle curved edges as well as the straight ones without much differences. For example, the partition of unity method has recently been used in [6] to enrich the iso-geometric analysis approach for which complex real-life geometries are represented exactly.

In this work the enrichment is built into the FE approximation space using the PU method [28]. It should be noted that other enrichment approaches are expected to lead to similar results. To solve the Rosseland equations are needed to be solved for updating the temperature at time $t_{n+1}$. In the context of partition of unity methods, the terminology enrichment is only used to approximate (6) with the FE method we first integrate in time. The time domain is divided into $N_T$ equal intervals, i.e. timesteps, $[t_n, t_{n+1}]$ each of the duration $\Delta t = t_{n+1} - t_n$ where $n = 0, 1, \ldots, N_T$. Then we use a linearly semi-implicit scheme to write

$$\frac{\Theta^{n+1} - \Theta^n}{\Delta t} - \nabla \cdot \left( K(\Theta^n) \nabla \Theta^{n+1} \right) = 0,$$

$$\varepsilon_k n(x) \cdot \nabla \Theta^{n+1} + h_c (\Theta^{n+1} - \Theta_b) = \alpha \pi \left( B^0(\Theta_b, n_b) - B^0(\Theta^n, n_b) \right),$$

where the notation $\Theta^n$ and $\Theta^{n+1}$ denotes the value of the temperature $\Theta$ at times $t_n$ and $t_{n+1}$, respectively. Note that all nonlinear terms in (6) are explicitly evaluated at time $t_n$ such that only linear systems of algebraic equations are needed to be solved for updating the temperature at time $t_{n+1}$. As in most finite element methods, the weak form of the boundary value problem (7) is obtained by multiplying with a set of test functions $\phi$, integrating over the domain $\Omega$, applying the divergence theorem and substituting the boundary conditions

$$\int_\Omega \frac{\Theta^{n+1} - \Theta^n}{\Delta t} \phi \, d\Omega + \int_\Omega K(\Theta^n) \nabla \Theta^{n+1} \cdot \nabla \phi \, d\Omega = \int_{\Gamma} \frac{h_c}{\varepsilon_k} K(\Theta^n) (\Theta_b - \Theta^{n+1}) \phi \, d\Gamma + \int_{\Gamma} \frac{\alpha \pi}{\varepsilon_k} K(\Theta^n) \left( B^0(\Theta_b, n_b) - B^0(\Theta^n, n_b) \right) \phi \, d\Gamma,$$

where $\phi \in H^1(\Omega)$ with $H^1(\Omega)$ being the well-known Sobolev space. To solve the weak form (8) with the standard finite element method, the domain $\Omega$ is meshed into a set of elements where the temperature is approximated in terms of the nodal values $C_j(t)$ and polynomial basis functions $N_j(x)$

$$\Theta_h(x, t) = \sum_{j=1}^{N_d} C_j(t) N_j(x),$$

where $N_d$ is the number of mesh nodes. Using the PUFE method these nodal values $C_j$ are expanded as a product of the polynomial functions $N_j(x)$ and $Q$ enrichment functions $G_q(x)$ such that

$$\Theta_h(x, t) = \sum_{j=1}^{N_d} \sum_{q=1}^{Q} C_{j,q}(t) N_j(x) G_q(x),$$

where $C_{j,q}$ is the degree of freedom corresponding to the product $N_j(x)G_q(x)$. Two types of enrichment functions are considered in this study. First, a sum of hyperbolic tangent functions that are placed on the domain boundary

$$G_q(x) = \sum_{e=1}^{N_e} \overline{G}_{q,e}(x), \quad q = 1, 2, \ldots, Q_1,$$
where we assume that the boundary is composed of \( N_e \) edges. A hyperbolic function \( \varphi_{q,e} \) is defined on each edge as

\[
\varphi_{q,e}(x) = 1 + \tanh \left( \frac{x - x_e}{h_q} \right), \quad e = 1, 2, \ldots, N_e,
\]

with \( x_e \) being a given distance from the edge and \( h_q \) a parameter to control the steepness of the enrichment. The finite element approximation space can then be defined as

\[
V_h = \text{span} \left\{ N_j(x) \varphi_q(x), \quad \Theta_h(x) = \sum_{j=1}^{N_d} \sum_{q=1}^{Q} C_{j,q} N_j(x) \varphi_q(x) \right\}.
\]

The derivatives of the new shape function for \((1 \leq q \leq Q_1)\) are given by

\[
\frac{\partial N_j(x) \varphi_q(x)}{\partial x} = \varphi_q(x) \frac{\partial N_j(x)}{\partial x} + \frac{1}{h_q} \left( 1 - \tanh^2 \left( \frac{x - x_e}{h_q} \right) \right) N_j(x),
\]

\[
\frac{\partial N_j(x) \varphi_q(x)}{\partial y} = \varphi_q(x) \frac{\partial N_j(x)}{\partial y} + \frac{1}{h_q} \left( 1 - \tanh^2 \left( \frac{y - y_e}{h_q} \right) \right) N_j(x),
\]

and for \((Q_1 < q \leq Q)\) by

\[
\frac{\partial N_j(x) \varphi_q(x)}{\partial x} = \varphi_q(x) \frac{\partial N_j(x)}{\partial x} - (q - Q_1) \frac{\exp \left( -\left( \frac{\varphi}{\gamma} \right)^{q-q_1} \right)}{1 - \exp \left( -\left( \frac{\beta}{\gamma} \right)^{q-q_1} \right)} \left( \frac{\varphi^{q-q_1-2}}{\gamma^{q-q_1}} \right) (x - x_0) N_j(x),
\]

\[
\frac{\partial N_j(x) \varphi_q(x)}{\partial y} = \varphi_q(x) \frac{\partial N_j(x)}{\partial y} - (q - Q_1) \frac{\exp \left( -\left( \frac{\varphi}{\gamma} \right)^{q-q_1} \right)}{1 - \exp \left( -\left( \frac{\beta}{\gamma} \right)^{q-q_1} \right)} \left( \frac{\varphi^{q-q_1-2}}{\gamma^{q-q_1}} \right) (y - y_0) N_j(x).
\]

To have a better insight, Figure 1 shows plots of the shape functions resulting from combining the first three orders of the Gaussian enrichment functions with the three polynomial shape functions associated with the linear triangular elements. The row \( j \) in Figure 1 corresponds to the polynomial shape function \( N_j(x) \) while the column \( q \) correspond to the enrichment \( \varphi_q(x) \). The intersection of each row and column shows the resulting shape function \( N_j(x) \varphi_q(x) \) that corresponds to that row and column. The plots are shown on a mesh composed of 32 uniform elements for simplicity in the presentation. For demonstration purposes the function \( N_j(x) \varphi_q(x) \) is plotted element-wise rather than over the patches associated with each node. Obviously, a node shared between some elements does not always correspond to the same \( N_j \) in all these elements. Figure 1 also shows
that for the polynomial shape functions all the elements have exactly the same approximation properties. However, using the enrichment the approximation properties become different between elements which can be clearly seen in the figure. To evaluate the elementary matrices we use the standard Gauss quadrature. Obviously, evaluating the function $N_j(x)G_q(x)$ requires more integration points per element compared to evaluating the polynomial functions $N_j(x)$. However, in order to achieve similar accuracy the FE method requires a lot more elements, hence, in total much more integration points compared to the PUFE method.

To solve the fully discretized problem, the elementary matrices are assembled into a global system of equations

$$A\mathbf{v} = \mathbf{b}. \quad (14)$$

The dimensions of an elementary matrix is expanded by a factor of $Q$ when the enriched basis are used. The linear system of equations resulting from the enrichment is also expanded by the same factor \textit{i.e.} $Q$. Adding enrichment does not change the sparsity pattern of the matrix $A$ but it increases both the non-zero as well as the zero entries by a factor of $Q^2$. Again the FE need a lot more degrees of freedom, hence, results into much
larger linear systems compared to the PUFE. It should be stressed that using the enrichment does not break the symmetry of the matrix $A$ in (14). However, it is known that the enrichment affects the conditioning of $A$ where increasing the number of enrichment functions often worsen the conditioning. This does not affect the accuracy of the computed solution when only fewer than 10 enrichment functions are used in the simulation, see for instance [33, 34]. Also previous numerical studies shows that iterative solvers can also be used to solve the system (14) despite the ill-conditioning issue [31]. In the present study, the matrix is decomposed into an $LU^T$ factorization, then the solution is reduced to backward/forward substitutions after updating the global matrix $A$ and the right-hand side vector $b$ at every timestep.

4 Numerical results and applications

This section is devoted to numerical results for thermal radiation in glass cooling applications. We examine the accuracy and the performance of the considered PUFE method in both grey and non-grey media. For a grey media the Planck function in (3) reduces to

$$B(\Theta) = a_R \Theta^4,$$

where $a_R = 5.67 \times 10^{-8}$ is the radiation constant [30]. Hence, the Rosseland approximation (3) becomes

$$\frac{\partial \Theta}{\partial t} - \nabla \cdot \left( \kappa(\Theta) \nabla \Theta \right) = 0,$$

$$\varepsilon k_c \n(x) \nabla \Theta + h_c(\Theta - \Theta_b) = a \pi \left( a_r \Theta_b^4 - a_r \Theta^4 \right),$$

$$\Theta(x, 0) = \Theta_0(x),$$

(16)

where the nonlinear diffusion coefficient $\kappa(\Theta)$ is given by

$$\kappa(\Theta) = k_c + \frac{16 \pi}{3} a_r \Theta^3.$$

The ambient temperature is $\Theta_b = 300K$ and the initial temperature $\Theta_0 = 1000K$. In the case of non-grey media we consider test examples in glass cooling process. The presented simulations use data kindly provided by ITWM [14], where the non-opaque frequency spectrum $[\nu_0, \infty)$ is approximated by an eight-band model. Since the data are originally defined by wavelength intervals $[\lambda_{k-1}, \lambda_k]$ ($k = 1, 2, \ldots, 8$), we compute the corresponding frequency bands using the relation

$$\nu_k = \frac{c_0}{\lambda_k n_m}.$$

The values used in this study for absorption coefficients for glass cooling are given in Table 1. Note that the glass is considered to be opaque to radiation for wavelengths larger than a cut-off wavelength equal to 6 $\mu$m.

Unless otherwise stated, the enrichment is defined by the following parameters. The hyperbolic enrichment is constructed with the edge parameters $x_1 = (-0.01, 0)^T$, $x_2 = (0, -0.01)^T$, $x_3 = (1.01, 0)^T$ and $x_4 = (0, 1.01)^T$, while the steepness parameters are $h_1 = 0.05$, $h_2 = 0.10$, $h_3 = 0.20$ and $h_4 = 5.00$. The Gaussian enrichment is centred at $x_c = (0.50, 0.50)^T$ with the following values for the steepness parameters $\gamma = \frac{2}{9}$ and $\beta = 8$. It should be stressed that comparisons between results obtained using the Rosseland and those obtained using the full radiative heat transfer model have been carried out in [16,20] among others.

4.1 Accuracy test problem

In order to check the accuracy of the proposed PUFE method, we solve a modified Rosseland problem with a manufactured analytical solution that was first proposed in [43]. We replace the right-hand-side terms in the first and second equations in (16) by a source function $f(t, x, y)$ and a boundary function $g(t, x, y)$, respectively.
Table 1: The eight-band spectrum and their associated frequencies, wavelengths and absorption coefficients used in our simulations for glass cooling.

<table>
<thead>
<tr>
<th>Band $k$</th>
<th>$\nu_{k-1}$ $[10^{13}\text{s}^{-1}]$</th>
<th>$\nu_k$ $[10^{13}\text{s}^{-1}]$</th>
<th>$\lambda_k$ $[\mu\text{m}]$</th>
<th>$\lambda_{k-1}$ $[\mu\text{m}]$</th>
<th>$\kappa_k$ $[\text{m}^{-1}]$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0</td>
<td>2.9334638</td>
<td>7.00</td>
<td>$\infty$</td>
<td>Opaque</td>
</tr>
<tr>
<td>1</td>
<td>2.9334638</td>
<td>3.4223744</td>
<td>6.0</td>
<td>7.0</td>
<td>7136.00</td>
</tr>
<tr>
<td>2</td>
<td>3.4223744</td>
<td>3.7334994</td>
<td>5.5</td>
<td>6.0</td>
<td>576.32</td>
</tr>
<tr>
<td>3</td>
<td>3.7334994</td>
<td>4.5631659</td>
<td>4.5</td>
<td>5.5</td>
<td>276.98</td>
</tr>
<tr>
<td>4</td>
<td>4.5631659</td>
<td>5.1335616</td>
<td>4.0</td>
<td>4.5</td>
<td>27.98</td>
</tr>
<tr>
<td>5</td>
<td>5.1335616</td>
<td>5.8669276</td>
<td>3.5</td>
<td>4.0</td>
<td>15.45</td>
</tr>
<tr>
<td>6</td>
<td>5.8669276</td>
<td>6.8447489</td>
<td>3.0</td>
<td>3.5</td>
<td>7.70</td>
</tr>
<tr>
<td>7</td>
<td>6.8447488</td>
<td>102.6712329</td>
<td>0.2</td>
<td>3.0</td>
<td>0.50</td>
</tr>
<tr>
<td>8</td>
<td>102.6712329</td>
<td>$\infty$</td>
<td>0.0</td>
<td>0.2</td>
<td>0.40</td>
</tr>
</tbody>
</table>

The initial condition $\Theta_0$ and the functions $f(t,x,y)$ and $g(t,x,y)$ are chosen so that the analytical solution of this problem is

$$\Theta(t,x,y) = \cos\left(\frac{\pi x}{4}\right) \cos\left(\frac{\pi y}{4}\right) e^{-k_c t}.$$  

This problem is selected to provide a tool for evaluating the numerical solution errors by comparing them to the analytical solution. However, since the analytical solution does not represent a specific physical meaning we take only numerical values without considering any units here. The problem is solved in a squared domain $\Omega = [0,1] \times [0,1]$. The nonlinear diffusion coefficient is given by (17) with $k_c = 0.01$ and $h_c = 0.001$. To measure the difference between the analytical and the numerical solutions we consider the following relative error

$$\frac{\|\Theta - \overline{\Theta}\|_{L^2(\Omega)}}{\|\overline{\Theta}\|_{L^2(\Omega)}},$$

where $\|\cdot\|_{L^2(\Omega)}$ is the $L^2$-norm, $\Theta$ and $\overline{\Theta}$ are respectively, the computed and the analytical solutions.

Our first aim in this test example is to quantify the errors in the proposed PUFE when refining the temporal discretizations. We consider $\Delta t = 0.1$ then we half it to $\Delta t = 0.5$ and again to $\Delta t = 0.25$. The three time steps are then used to solve the problem on two meshes and with three different numbers of enrichment functions. The considered meshes are composed of 128 or 512 uniform 3-noded elements. The meshes are referred to with the edge size i.e. $h = \frac{1}{8}$ and $h = \frac{1}{16}$. The considered numbers of enrichment functions are $Q = 4, 6$ and 8 with $Q_1 = 0$ in all cases where only Gaussian enrichment functions are considered for this part of the results. The errors obtained for different spatial and temporal discretization at the time instance $t = 3$ are displayed in Table 2. As it can be seen from the results, by fixing the number of enrichment and decreasing the timestep $\Delta t$ the PUFE method exhibits a good convergence for both selected meshes. It is also evident that for a fixed mesh more accurate results can be achieved by increasing the number of enrichment. Similarly, for the same $Q$ and the same timestep refining the mesh improves the error. This behaviour suggests that using enriched basis functions consistently leads to improved errors when refining the temporal discretization for the different resolutions considered in the spatial discretization. It is important to note that due to the semi-implicit nature of the time stepping scheme the timestep $\Delta t$ is required to satisfy the stability condition due to the explicit treatment of the nonlinear term in the problem. This stability condition varies mainly based on the values...
Table 2: Relative errors obtained for decreased timesteps $\Delta t$ using the PUFE methods with different enrichment numbers and mesh grids at $t = 3$.

<table>
<thead>
<tr>
<th>$\Delta t$</th>
<th>$h = \frac{1}{8}$</th>
<th>$h = \frac{1}{16}$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>$Q = 4$</td>
<td>$Q = 6$</td>
</tr>
<tr>
<td>0.1</td>
<td>7.91E-03</td>
<td>1.91E-03</td>
</tr>
<tr>
<td>0.05</td>
<td>4.54E-03</td>
<td>1.06E-03</td>
</tr>
<tr>
<td>0.025</td>
<td>2.43E-03</td>
<td>5.48E-04</td>
</tr>
</tbody>
</table>

Table 3: Relative errors obtained for the accuracy test using the PUFE method with different enrichment numbers and different meshes at time $t = 3$ using $\Delta t = 0.1$.

<table>
<thead>
<tr>
<th>$\Delta t$ = 0.1</th>
</tr>
</thead>
<tbody>
<tr>
<td>$Q$</td>
</tr>
<tr>
<td>2</td>
</tr>
<tr>
<td>4</td>
</tr>
<tr>
<td>6</td>
</tr>
<tr>
<td>8</td>
</tr>
</tbody>
</table>

of the mesh parameter $h$, the values of the temperature as well as the number of enrichments used in the simulations.

Our next aim in this example is to confirm the convergence of the PUFE method with respect to the spatial discretization. We first mesh the domain into 2 uniform 3-noded elements. This mesh is identified by the edge length $h = 1$. We then half the edge length to create a second mesh, namely, $h = \frac{1}{2}$ composed of 8 uniform 3-noded elements. We repeat the same for creating the meshes $h = \frac{1}{4}$, $\frac{1}{8}$, $\frac{1}{16}$, $\frac{1}{32}$, $\frac{1}{64}$, and $\frac{1}{128}$. All the meshes are then considered with a further spatial discrimination in terms of increasing the number of enrichment functions. Again only Gaussian functions are considered with $Q_1 = 0$ and the enrichment numbers $Q = 2$, 4, 6 and 8. One timestep is considered, namely, $\Delta t = 0.1$. In Table 3 we summarize the results obtained for different spatial discretizations in terms of $h$ and $Q$ at the time instance $t = 3$. It is clear that refining the mesh or increasing the number of enrichments results in a decrease in the computed relative errors. A faster decay in these errors is also detected for increasing the number of enrichment rather than refining the mesh. However, as it can be clearly observed in Table 3, consistent convergence is obtained in both $h$ and $Q$ refinements. It should also be mentioned that for a fixed error in the considered problem one can always find the optimal pair $(h,Q)$ leading to the desired accuracy. The advantage of PUFE method over the conventional FE method lies on the fact that the desired accuracy can be achieved by increasing the number of enrichments $Q$ but without changing the original mesh.

4.2 Thermal radiation in squared enclosures

In this test example we again consider a conduction-radiation problem in the unit square $\Omega = [0,1] \times [0,1]$. Here we aim to verify the performance of the PUFE method compared to the conventional FE method in terms of the accuracy and the efficiency. To this end three meshes with different element densities are considered and displayed in Figure 2. The finest mesh is composed of 8815 nodes and referred to as Mesh 3 which is used to
compute a reference solution with the FE method. The coarse mesh, namely, Mesh 1 is equipped with eight enrichment functions comprising four Gaussian and four hyperbolic functions. The total number of degrees of freedom for the PUFE solution on Mesh 1 is 104. The PUFE results are compared to the FE results obtained on Mesh 3 and on Mesh 2. The FE solution on Mesh 2 is obtained with 303 degrees of freedom which is higher than the number used with the PUFE solution. It should be noted that in industrial applications it is common to use adaptive mesh refinement for FE solution of this type of problems. This involves using fewer elements but also extra computations to evaluate the error as well as to generate mesh refinements. However, to present a clear and a direct comparison to the PUFE solution, we keep the FE mesh unchanged throughout the time domain. The simulations are performed with the timestep $\Delta t = 5 \times 10^{-5}$ s.

In the case of a grey media, the Planck function is reduced to (15) and the problem to be solved is given by the equations (16)-(17). The results obtained using the PUFE method on Mesh 1 against the FE method on Mesh 2 and Mesh 3 are presented in Figure 3 for the optical regime $\varepsilon = 0.1$ and 1. Comparing the temperature distributions in the figure for both values of $\varepsilon$, fast cooling in the enclosure is observed for the larger value of the diffusion scale $\varepsilon$ while steeper thermal boundary layers are observed for the smaller value of $\varepsilon$. As the time progresses the temperature reaches a steady state for both diffusion regimes. It is clear that the results presented in Figure 3 confirm that using Mesh 1 for the PUFE method yields the same temperature distributions as those obtained using the FE method on the fine mesh Mesh 3. It is also evident that for the considered radiative conditions, both the FE and the PUFE methods capture the temperature solutions and accurately resolve the moving thermal fronts in the enclosure. However, the FE results are computed on a fine mesh with 17251 elements and 8815 nodes while, the PUFE results are computed using a coarse mesh with 16 elements and 13 nodes and 8 enrichment functions which is a substantial reduction of the total number of degrees of freedom. Furthermore, the same simulations when using the FE method on the coarse mesh exhibits a noticeable degradation in the results where Figure 3 shows nonphysical oscillations in the solution. This failure to capture the correct temperature distribution is very clear in the FE results at early timesteps and specially for the case with $\varepsilon = 0.1$. On the other hand the PUFE method accurately resolves this test problem on a coarse mesh for the selected optical regimes. To illustrate the similarities between the solution obtained with the proposed PUFE method and the reference solution, we compare in Figure 4 the cross-section of the temperature along the horizontal centerline $y = 0.5$ for $\varepsilon = 0.1$ and $\varepsilon = 1$. It can be seen in the figure that the PUFE results are free from any nonphysical oscillations and coincide with the reference solutions.

Next, we consider the above test example but for a non-grey media where the Planck function is given by the expression (2) and the problem to be solved is given by (6). As in the previous simulations, we use the meshes

Figure 2: Meshes considered for the problem of thermal radiation in the squared enclosure. The number of elements and nodes is displayed under each mesh.
Figure 3: Temperature (K) distributions for the test example of the thermal radiation in a grey media. The results obtained using the FE method on Mesh 3 (first and fourth rows), the FE method on Mesh 2 (second and fifth rows) and the PUFE method on Mesh 1 (third and sixth rows). From left to right the simulation time is $t = 0.001\text{s}$, $0.005\text{s}$, $0.015\text{s}$ and $0.03\text{s}$. 
Figure 4: Cross-sections of the temperature (K) along the horizontal centerline for the test example of the thermal radiation in a grey media at time $t = 0.03\text{s}$ for $\varepsilon = 1$ (left column) and $\varepsilon = 0.1$ (right column).

Figure 5: Temperature (K) distributions obtained using the FE method on Mesh 3 (first row), FE method on Mesh 2 (second row) and the PUFE method on Mesh 1 (third row) for the test example of the thermal radiation in a non-grey media. From left to right the simulation time $t = 0.0025\text{s}$, $0.005\text{s}$, $0.02\text{s}$ and $0.04\text{s}$. 
Figure 6: Cross-sections of the temperature (K) along the horizontal centerline for the test example of the thermal radiation in a non-grey media at time $t = 0.04s$ for $\varepsilon = 1$ (left column) and $\varepsilon = 0.1$ (right column).

Table 4: Geometry and boundary temperature used for the test example of thermal radiation in circular inclusions shown on the domain in Figure 7.

<table>
<thead>
<tr>
<th>$\Gamma_1$</th>
<th>$\Gamma_2$</th>
<th>$\Gamma_3$</th>
<th>$\Gamma_4$</th>
</tr>
</thead>
<tbody>
<tr>
<td>Center coordinates (m)</td>
<td>(0.5, 0.5)</td>
<td>(0.5, 0.8)</td>
<td>(0.3, 0.4)</td>
</tr>
<tr>
<td>Radius (m)</td>
<td>0.5</td>
<td>0.08</td>
<td>0.12</td>
</tr>
<tr>
<td>Boundary temperature (K)</td>
<td>300</td>
<td>300</td>
<td>500</td>
</tr>
</tbody>
</table>

displayed in Figure 2 and the FE solution on the finest mesh Mesh 3 is considered as a reference solution. Again we use eight enrichment functions ($Q = 8$) with four Gaussian functions and four hyperbolic tangent functions. Figure 5 displays the temperature distributions for the diffusion scale $\varepsilon = 1$ obtained using the FE method on the coarse and fine meshes against the PUFE solution on Mesh 1. As in the previous case, for this non-grey media the PUFE method using few degrees of freedom is capable of recovering a temperature distribution very similar to the one obtained with the reference solution. For the considered optical spectrum the FE method on the coarse mesh also exhibits nonphysical oscillations in the temperature distribution which can be seen in Figure 5. Similar behaviour has been observed for the case with $\varepsilon = 0.1$ but the results are not reported here for brevity. Finally, to confirm the similarities between the PUFE and the reference solutions, Figure 6 displays the results obtained along the central cross-section at $y = 0.5$. It can clearly be seen in this figure that both solutions closely coincide. Therefore one may conclude that the PUFE method performs well for the Rosseland model on these enclosures and resolves all the thermal features without the need for refined meshes.

4.3 Thermal radiation in circular enclosures

For our final test example we resolve the thermal non-grey radiation in a circular domain with three holes where the problem geometry is illustrated in Figure 7. Here, we try to evaluate the performance of the PUFE method when the computational domain has a relatively complicated geometry and the mesh is unstructured.
The problem configuration and boundaries temperature are summarized in Table 4. Again in this test the governing equations are given by (6) and the diffusion coefficient is defined using the eight-frequency bands listed in Table 1. The initial temperature of the enclosure is assumed to be 1000K and a cooling process at room temperature is simulated. At the start of the simulation the heat energy will be released through the external boundary and internal holes. The ambient temperature is set to 300K on the external boundary while different temperatures are assumed on the boundaries of different holes as can be seen in Table 4. The unsymmetrical geometry and heat profile on the holes, are deliberate to test the impact on the symmetrical enrichment functions. For the PUFE solution to be accurate, the enrichment will have to capture the varying heat release rates at different parts of the domain and for the entire time span of interest. The accuracy of the PUFE method will be tested by comparing the results to those obtained using the FE method on a highly refined mesh. The two meshes considered in our simulations of this problem are shown in Figure 7. We use six enrichment functions \((Q = 6)\) for the PUFE solution, comprising three Gaussian functions and three hyperbolic tangent functions. The hyperbolic enrichment is constructed with the edge parameters \(x_e\) as in the previous test example, however the steepness parameters are \(h_1 = 0.005, h_2 = 0.25\) and \(h_3 = 0.10\). The Gaussian enrichment is centred at \(x_c = (0.50, 0.50)\) with the following steepness parameters \(\gamma = 18\) and \(\beta = 18\). The total number of degrees of freedom used for the PUFE solution is 1572 while it is 8481 elements for the FE reference solution. The timestep is fixed to \(\Delta t = 0.001\) for both FE and PUFE methods.

Figure 8 shows the distributions of the temperature in the enclosure obtained at times \(t = 0.005s, 0.01s, 0.02s\). The FE reference solutions are also included in the figure at the same time instances. Despite the much coarser mesh with the PUFE method, the plots show similar heat patterns obtained using both approaches. At the first considered time instance \(i.e. t = 0.005s\), it is clear that the solution has steep gradients on the domain boundaries. This is especially true on \(\Gamma_4\) which has the lowest ambient temperature and to a lesser extent on \(\Gamma_2\) and the external boundary \(\Gamma_1\). The PUFE method is capable of recovering these varying heat gradients thanks to the combination of the Gaussian and hyperbolic functions that are used to enrich the numerical solution. As the time progresses the steep heat gradients are decreased which is possible to see in the snapshot presented at \(t = 0.02s\) in Figure 8. The drop in the heat gradient does not seem to affect the PUFE solution. Again here the PUFE method using the coarse mesh recovers the same heat patterns obtained by the reference solution.

In order to have a better insight into the accuracy, Figure 9 shows the temperature plotted at a cross-section passing through the domain and at the time instances \(t = 0.005s\) and \(0.02s\). Note that because the steepest gradient is observed at the internal boundary \(\Gamma_4\) in Figure 8, we choose the cross section to pass through the centre of \(\Gamma_4\). The cross section line namely \((MN)\) is shown on the problem configuration in Figure 7. In Figure 9
Figure 8: Temperature distributions obtained using the FE method (first row) and the PUFE method (second row) for the test example of the thermal radiation in the circular enclosure.

Figure 9: Cross-sections of the temperature along the horizontal centerline for the test example of the thermal radiation in the circular enclosure at $t = 0.005s$ (left) and $t = 0.02s$ (right).
we can observe the steep gradients associated with $\Gamma_4$ which is located in between $x = 0.6$m to $0.8$m in the plots. We can also observe the steep gradient associated with the external boundary $\Gamma_1$ and that the temperature and its gradient decrease as the time progresses. The plots in this figure are consistent with the Figure 8 in showing that similar solutions are obtained with the PUFE compared to the reference solution. Furthermore, both the PUFE and the reference solutions seem to be predicting similar maximum and minimum temperatures. The results in this test case confirm our previous conclusions about the efficiency of the PUFE method and show its ability in dealing with complicated and non-symmetric geometry and/or non-symmetric heat pattern on unstructured mesh grids. Despite the large difference between the number of degrees of freedom used in the PUFE and the FE methods, both methods produced similar results.

5 Concluding remarks

In this paper we look into heat transfer in optically thick non-grey media where the thermal radiation is approximated using the Rosseland model. The full radiative heat transfer is approximated as a set of equations independent of directional coordinates and easy to be integrated in existing software packages. The optical spectrum is discretized into a finite set of frequency bands with constant absorption coefficients. The relative simplicity and the accuracy of the model for optically thick media, makes the model very popular for engineering and industrial applications. The Rosseland model significantly reduces the computational costs required for solving a problem compared to considering full radiative heat transfer. However, recovering steep boundary layers that often form in such problems requires highly refined meshes which can become very demanding computationally especially when multiple frequency bands are considered such as with non-grey media. In this work we use enriched basis functions to avoid mesh refinement. A class of Gaussian and hyperbolic tangent functions have been used as enrichment functions for the finite element space. For each frequency band a partition of unity enriched finite element method has been implemented to solve the governing equations. The enriched basis functions are used for solving the Rosseland model in a squared and circular enclosures for different optical regimes. The obtained results for thermal radiation showed that it is possible to efficiently estimate the temperature field with a computational cost significantly lower than solving the equations using the conventional finite element method. The approach is promising and can be applied to different real world applications involving the Rosseland model where predicting the thermal radiation can substantially benefit from the efficiency and accuracy of the proposed approach. Although we only consider the finite element method but the based on previous experience improvement obtained with the enriched basis functions can also be applicable to other numerical methods. Future work will concentrate on developing adaptive enrichments based on an error estimator for each frequency band in the optical spectrum and extension of these approaches to thermal radiation in non-grey three-dimensional enclosures using high-order Legendre polynomials.
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