
 
 
 
 

Heriot-Watt University 
Research Gateway 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 
 
 

 

Electroencephalogram-based decoding cognitive states using
convolutional neural network and likelihood ratio based score
fusion

Citation for published version:
Zafar, R, Dass, SC & Malik, AS 2017, 'Electroencephalogram-based decoding cognitive states using
convolutional neural network and likelihood ratio based score fusion', PLoS ONE, vol. 12, no. 5, e0178410.
https://doi.org/10.1371/journal.pone.0178410

Digital Object Identifier (DOI):
10.1371/journal.pone.0178410

Link:
Link to publication record in Heriot-Watt Research Portal

Document Version:
Publisher's PDF, also known as Version of record

Published In:
PLoS ONE

Publisher Rights Statement:
© 2017 Zafar et al.

General rights
Copyright for the publications made accessible via Heriot-Watt Research Portal is retained by the author(s) and /
or other copyright owners and it is a condition of accessing these publications that users recognise and abide by
the legal requirements associated with these rights.

Take down policy
Heriot-Watt University has made every reasonable effort to ensure that the content in Heriot-Watt Research
Portal complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact open.access@hw.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

Download date: 10. Dec. 2024

https://doi.org/10.1371/journal.pone.0178410
https://doi.org/10.1371/journal.pone.0178410
https://researchportal.hw.ac.uk/en/publications/ea927fad-fb46-4566-9484-c15f96afef4d




EEG is a widely used technique that can measure the changes in electrical voltage on the
scalp, induced by cortical activity [1]. In EEG, data is collected from multiple channels (EEG
electrodes) that record the signals corresponding to the activity in different cortical regions.
EEG time-based and frequency-based features are extracted from a continuous time series and
supervised learning algorithms have been applied to find the discriminative features between
the states or stimuli. [2, 3]. However, the EEG signal is buried under noise, increasing the diffi-
culty in decoding brain activity. Moreover, decoding the neuronal activity is also dependent
upon the performance of machine learning algorithms used, which include support vector
machines (SVM) and logistic regression (LR) [4].

In a pioneer study, Haxby et al. [5] distinguished brain activity patterns for images of differ-
ent categories such as faces, houses, animals, chairs and tools using fMRI. Recent research in
brain decoding still has focused on fMRI for data collection [6], [7], [8], [9], [10], [11, 12], [13]
and [14]. However, EEG is well-established, for use in brain–computer interface (BCI) applica-
tions [15–19], epilepsy [20] and seizure detection [21]. It is also used for the application of con-
trolling robotics [22]. Due to low spatial resolution of EEG, only few studies are available in
brain decoding. While, in recent years, the spatial resolution has improved with 256- and
512-channel EEG caps, which provides a more detailed data with improved accuracy. A study
by Cruse et al. [23] monitored the consciousness of vegetative patients using EEG and com-
pared the obtained results with an existing fMRI results. The comparison showed that EEG
had better accuracy in detection of patients’ response to commands than fMRI. In the experi-
ment, the researchers checked the consciousness of the vegetative patients using EEG and
found better results compared with fMRI; however both of these studies were done separately.
Taghizadeh-Sarabi et al. [24] achieved 70% overall decoding accuracy in an experiment using
19 channel EEG equipment. In another study, Douglas et al. [25] stated that EEG data can out-
perform fMRI data in decoding the belief decision. Moreover, decoding the taste categories
was recently performed by Crouzet et al. [26] using EEG. The above mentioned studies suggest
the potential of EEG for decoding brain activity. However, more research is required to
increase the understanding of brain using EEG.

In this study, Convolutional neural network (ConvNet) is used to decode brain activity pat-
terns. ConvNet belongs to a broader family of machine learning methods; it is based on learning
from the representation of data. The primary advantage of ConvNet is the replacement of hand-
craft features with automatically derived features found in efficient algorithms. In contrast with
neural networks, deep neural networks have more than two hidden layers [27]. In recent years,
ConvNet has achieved great success in different applications for recognition tasks. These appli-
cations include video, images, text and speech [28–32]. ConvNet is a most popular architecture
of deep learning. ConvNet works better with images and video data compared with different
existing hand-crafted feature extraction methods. [33], and it has also performed well in many
other applications involving handwriting, speech recognition [29] and video classification [34].

ConvNet is a complete framework consisting of a convolutional layer, pooling layer and
fully connected layer which is used as a classifier. In other words, ConvNet is a structure which
takes raw data as input and gives the final classification/prediction results. There are many
advantages related to ConvNet which are detailed in the literature. The primary attribute of
interest in ConvNet is that it can directly classify the raw signal and can integrate signal pro-
cessing functions. It is easy to extract features in ConvNet because there is no need to know
about the type of the features. ConvNet extracts the most discriminative features by construct-
ing high level features over the whole data set. ConvNet can also be trained easily using tradi-
tional methods due to its constrained architecture, which is specific to input for which discrete
convolution is defined, such as signals and images. Due to all these advantages, especially easy
implementation and good accuracy, ConvNet is currently an active research area.
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ConvNet is successfully being used in many applications and it has also worked well with
moderate data sets both in EEG and fMRI [35–38] [39]. Cecotti et al. [40] used ConvNet for
P300 detection in a BCI application and obtained a high degree of accuracy. ConvNet can also
handle the variations present in EEG signals [41]. Plis et al. (2014) [35] showed that, by using
different layers of deep belief network, accuracy can be increased compared to other classifiers.
ConvNet has also been used to extract features from EEG time series [36, 37, 42]. These studies
have demonstrated potential benefits of the use of ConvNet in neuroimaging, even with mod-
erately sized data sets. ConvNet is the most popular method for all applications including
image and speech recognition. However, in the neuroimaging domain, it is relatively unex-
plored due to some shortcomings. It has high computational cost and requires too much train-
ing data, which is generally impossible in brain studies. Second, no well-established model of
ConvNet exists for brain studies [43]. Machine learning algorithms have become very popular
in recent years for training classifiers for decoding/prediction of stimuli, behaviors, mental
states and other purposes [44]. Since, machine learning algorithms have a key role in the pro-
cess of decoding; choosing the correct classifier and its parameters is very important for per-
formance. Support vector machine (SVM) is the most popular and widely used machine
learning approach. This approach is normally based on supervised learning algorithms [45].
Score fusion techniques can be another way to predict brain activity efficiently and are being
used in biometric systems parallel to SVM [46, 47].

Decoding the human brain is quite mature in case of fMRI and many studies were pre-
sented in last 15 years [5–14]. These studies used different fMRI scanners (3T-7T), models,
experiment design and number of subjects. These studies successfully decoded the human
brain activity with good accuracy, starting from simple visual task to complex natural images
and even with movies [48]. Currently fMRI has shown best results with available hardware.
Functional MRI measures the neural activities indirectly and the data is normally taken after
every 2 sec which means the temporal resolution of fMRI is limited. This restriction may be
overcome in the future with better machine for the collection of data. In case of EEG, this
research area is still progressing and only few studies have been reported in past years [24, 26]
which shows lack of research in this area. The same is stated by Agrawal et al., in an article
“EEG and NIRS offer portable solutions but with their signal quality no substantial results for
predicting brain activity have been reported” [49].

In this study, the purpose is to investigate the brain states using EEG. EEG is a portable and
cost effective solution to fMRI; if better or comparable results are achieved, it would be more
helpful in the research especially in medical field. It is easy to collect EEG data especially in
case of patients and neural activity can be detected promptly due to its high temporal resolu-
tion. Functional MRI is widely used in research and is considered to be a better modality for
brain decoding, as it can extract more information from specific regions of the brain compared
to EEG. In EEG, the quality of data is considered to be vulnerable compared to the quality of
fMRI data so it is difficult to extract more information from a specific brain region using EEG
[26]. Hence EEG is not a popular modality to decode brain activity from specific brain regions.
Some new studies have used multivariate pattern analysis (MVPA) to decode data on brain
activity which are acquired from the whole brain instead of from a particular brain region [11,
26, 50–52]. For decoding the brain activity patterns, MVPA is an emerging technique and has
proven as a highly useful technique for decoding of different patterns of brain activity [11, 53,
54]. This new concept of MVPA and more EEG channel device encourages neuroscientists to
decode brain activity using EEG, as EEG with a higher number of channels, also improves spa-
tial resolution. This is the reason we proposed an algorithm to improve the decoding accuracy
with EEG data which has new machine learning technique (ConvNet) and a different predic-
tion method likelihood ratio based score fusion (LRBSF) in neuroscience.
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The motivation for this study is to propose a hybrid algorithm. The proposed algorithm is
hybrid, which consists of different existing and proposed approaches in neuroscience includ-
ing data representation, CNN for feature extraction, t-test for feature selection and LRBSF for
prediction. The main focus is on three main aspects. First, decoding brain activity using EEG
data, which has been done in only a few previous studies. Second, modification of ConvNet
architecture according to a 1D EEG signal and use of the architecture with limited brain data.
The limited brain data consists of approximately 50 trials per category, which is quite less than
image recognition data sets such as the Mixed National Institute of Standards and Technology
(MNIST) data set which has a training set of 60,000 examples [55]. Last, the use of LRBSF
instead of SVM for prediction and validation of results by comparing the results with SVM. In
short, the main contribution/novelty of this study is an algorithm which consists of ConvNet
architecture and LRBSF along with conventional method (t-test) used for brain studies. In
addition, the filters used in ConvNet architecture are also designed according to EEG data,
moreover EEG data is arranged in such a way that instead of averaging the data, the data of
every image becomes the part of the final analysis directly. To validate the proposed algorithm
it is compared with widely used existing methods.

Material and methods

Participant information
Data were taken from 30 participants; however data from only 26 participants were used for
the final analysis after application of exclusion criteria. Data from two participants were
excluded due to the presence of a large number of artifacts, while two other participants
showed low accuracy during the initial analysis of baseline and the task. All participants sub-
mitted the written consent form before the start of the experiment. The age of all participants
was between 24 and 34 years and the mean age was 30 years. The study protocol was approved
by the Universiti Teknologi PETRONAS (UTP) ethics committee under UTP Reg. No: 13–10
and the EEG data was recorded at UTP.

Stimuli
A total of 260 grayscale photographs were presented in a single session (21 minutes). All
images were taken from the internet, freely available and had already been used in a previous
study [8]. Every image was of size 500�500 pixels with a 4�4 pixel fixation spot in the middle of
every image. All images were masked with a circle (20o diameter) and had the same contrast
and brightness.

Experimental procedure
The images were divided into five categories: human, animal, building, natural scenes and
fruits. Every stimulus (grayscale photograph) appeared on the screen for one second with 200
ms on and off, and with a rest period of one second after every stimulus. All images appeared
twice on the screen. Participants were instructed to focus on the screen and try to recognize
the category of the image. This was a non-response task. The participants were told that they
should only view and think about the category. The complete experiment paradigm is shown
in Fig 1.

EEG data collection
Continuous EEG data were recorded with a 128 channel Electrical Geodesics Incorporated
(EGI, Eugene, OR, USA) system with a sampling frequency of 250 Hz. Cz was the reference
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