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Abstract

This paper presents a novel unified single-field formulation for Volume-Of-Fluid simulation of interfacial mass transfer with local volume changes. By comparison with the previous models referred as Continuous Species Transfer in the literature, our improved model uses a single-field formulation of the local mass transfer across the interface, enabling us to take into account local volume changes induced by non-dilute species transfer. The numerical model, implemented in our in-house OpenFOAM-based simulator, is validated by comparison with analytical solutions in 1D and 2D, and a semi-analytical solution in 3D. The implemented approach is first applied to investigate competing mass transfer in an infinite cylinder. We then simulate the shrinking of a single-component rising bubble at low Schmidt number. The numerical model is shown to be well adapted to investigate Sherwood numbers and existing correlation for mass transfer at fluid interfaces.
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1. Introduction

Interface species transfers are present in a wide range of applications such as acid gas treatment, bubble column reactors and geological storage of CO2 in aquifers. These processes include viscous and capillary effects, chemical reactions and the coupling between mass transfer and fluid dynamics. For such complex systems, analytical solution are only restricted to very simple geometries and flow conditions (Danckwerts, 1970; Hadamard, 1911; Coutelieris et al., 2006). In addition, experimental studies are often time-consuming, hard to control, and quantities of interest may be difficult to measure during the course of the experiment. Numerical simulation is therefore a powerful tool to investigate these processes and achieve optimal design and process control.

Numerical simulation of interfacial mass transfer can be done using Direct Numerical Simulation (DNS) of the Navier-Stokes Equation (NSE), for which mass and momentum conservation are directly solved without model simplification. DNS of two-phase flow can be performed using the Volume-Of-Fluid (VOF) method, for which the interface between the two fluids is captured using an indicator function, which is a phase volume fraction (Hirt and Nichols, 1981). Although other methods such as level-set (Sussman et al., 1994; Chai et al., 2017; Gibou et al., 2018; Luo et al., 2019) can provide a more accurate description of the sharp interface, the VOF method is attractive due to its flexibility, robustness in terms of mass conservation, and adaptability to more complex physic.

VOF methods can be geometric or algebraic, depending on how the computation of the interface curvature and the advection of the indicator function are performed. Geometric methods explicitly reconstruct the interface, and the advection of the indicator function is performed based on a geometric representation of the faces flux (Gerlach et al., 2006; Weymouth and Yue, 2010; Owkes and Desjardins, 2014). Geometric methods do not create numerical diffusion and can achieve better precision with accurate interface reconstruction (Popinet, 2009), but their application to unstructured mesh is highly demanding and scarcely used (Maric et al., 2013). Alternatively, algebraic methods perform the advection of the indicator function by numerically solving a transport equation.
To simulate species transfer in two-phase systems within the VOF method, Haroun et al. (2010) developed the single-field approach, which is at the base of the Continuous Species Transfer (CST) method, later developed by Marschall et al. (2012). In the single-field approach, a mixture quantity, obtained by volume averaging of species concentration, is transported by solving an algebraic equation (Haroun et al., 2010; Deising et al., 2016). The CST method is consistent in principles with any algebraic VOF method (Deising et al., 2016), and has been applied with high resolution differencing schemes (Haroun et al., 2010; Deising et al., 2016, 2018) and models with compression of the interface (Yang et al., 2017; Graveleau et al., 2017; Maes and Soulaine, 2018). In addition, applying the single-field approach on unstructured grids is straightforward, which is essential for some application such as pore-scale simulation of CO2 storage in the subsurface (Graveleau et al., 2017) or pore-scale simulation of enhanced oil recovery (Maes and Geiger, 2018). Another advantage of the CST method is that it is fully consistent with the micro-continuum formulation for modelling multiscale transport in porous media (Soulaine et al., 2018, 2019).

Despite nearly one decade of research into improving the capabilities of the model, the CST method still has one main limitation, i.e. no model exists to include local volume changes for non-dilute mass transfer. When using a single-field approach, the information about the one-sided interface concentrations and one-sided concentration gradients is inherently lost and need to be recovered with numerical modelling. Soh et al. (2017a,b) simulated interface mass transfer using an algebraic VOF model and a two-field approach, for which the species concentration in each phase is solved separately, using two concentration fields - one per phase - which are set to zero when continued in the other phase (Bothe and Fleckenstein, 2013). Within this approach, the concentration gradients are readily available, which allows for calculating local mass transfer across the interface in a straightforward manner (Fleckenstein and Bothe, 2015). Although this formulation ensures continuity of the chemical potential, it does not ensure continuity of the species mass flux (convective and diffusive) across the interface, and artificial mass transfer arises. Up to now, there is no consistent model to compute the local mass transfer within the CST method. The objective of the present work is to correct this problem in order to simulate interface transfer during two-phase flow with local volume changes using the single-field formulation. The main contribution is the derivation of a single-field numerical model of the interface transfer (Section 2.5) and its application to gas dissolution in liquid solvent.

The paper is organised as follows. The governing equations and numerical models including the computation of the local mass transfer are presented in Section 2. In Section 3, the model is validated by comparison with analytical solutions in 1D and 2D and a semi-analytical solution in 3D. Finally, the model is applied to simulate competing mass transfer in an infinite cylinder and mass transfer during rising of a single-component gas bubble at low Schmidt number.

2. Mathematical model

In this section, we introduce the model used to simulate two-phase flow with local volume change. First, we present the governing equations in the physical continuous domain. Then, we derive the grid-based VOF equations used to simulate the movement of a fluid/fluid interface along with multicomponent mass transfer on a discrete Eulerian mesh. Finally, we discuss the numerical implementation and the post-processing procedure.

2.1. Governing equations in the continuous physical space

This section presents the basic continuum hydrodynamic laws that govern multiphase flow with interface transfer. The domain is decomposed into two disjoint subsets, namely the disperse (gas) phase $\Omega_d$ and the continuous
(liquid) phase $\Omega_c$, separated by the interface $\Sigma$ (see Figure 1a). Each phase is assumed to be Newtonian and incompressible, and fluid properties are assumed to be constant in each phase (in particular independent of the phase composition). Therefore, mass conservation in each phase writes

$$\nabla \cdot \mathbf{u}_i = 0 \quad \text{in } \Omega_i, \ i = d, c,$$

where $\mathbf{u}_i$ is the velocity of phase $i$. Mass conservation at the fluid/fluid interface writes

$$[\rho_i (\mathbf{u}_i - \mathbf{w}) \cdot \mathbf{n}_\Sigma] = 0 \quad \text{at } \Sigma,$$

where $\rho_i$ is the density of phase $i$, $\mathbf{w}$ is the velocity of the interface, $\mathbf{n}_\Sigma$ is the normal vector to the fluid/fluid interface from the continuous to the disperse phase, and the double brackets describe a jump at the interface. In addition, the momentum conservation under the classical NSE formulation writes

$$\rho_i \left( \frac{\partial \mathbf{u}_i}{\partial t} + \mathbf{u}_i \cdot \nabla \mathbf{u}_i \right) = -\nabla p_i + \nabla \cdot \mathbf{S}_i + \rho_i \mathbf{g} \quad \text{in } \Omega_i, \ i = d, c,$$

where $\mathbf{g}$ is the gravity vector, $\mathbf{S}_i = \mu_i \left( \nabla \mathbf{u}_i + \nabla \mathbf{u}_i^T \right)$ is the viscous stress tensor, and $p_i$ and $\mu_i$ are the pressure and viscosity of phase $i$, respectively. Momentum conservation at the fluid/fluid interface writes

$$[\rho_i (1 - \mathbf{S}_i) \cdot \mathbf{n}_\Sigma] = \sigma \kappa \mathbf{n}_\Sigma \quad \text{at } \Sigma,$$

where $l$ is the unity tensor, $\sigma$ is the interfacial tension and $\kappa = -\nabla \cdot \mathbf{n}_\Sigma$ is the interface curvature.
Both phases are assumed to be composed of a mixture of \( n \) components. We assume that component \( n \) is the solvent of the continuous phase, and that all other species present in the continuous phase are dilute. Furthermore, we assume that component \( n \) is not soluble in the disperse phase. Therefore, the concentration \( c_{j,i} \) of species \( j \) in phase \( i \) satisfies
\[
\sum_{1 \leq j < n} c_{j,i} = \rho_d, \quad \sum_{1 \leq j \leq n} c_{j,c} = \rho_c.
\]

(5)

In the absence of homogeneous chemical reactions, conservation of mass of species \( j \) in phase \( i \) is described by the standard advection-diffusion equation
\[
\frac{\partial c_{j,i}}{\partial t} + \nabla \cdot (c_{j,i}\mathbf{u}_i + \mathbf{J}_{j,i}) = 0 \quad \text{in } \Omega_i,
\]

(6)

where \( \mathbf{J}_{j,i} \) is the mass flux of component \( j \) in phase \( i \) by diffusion. For all dilute components in the system, the diffusive mass flux can be modelled using Fick’s law (Taylor and Krishna, 1993). This applies to every component in the continuous phase but component \( n \). The diffusive flux of \( n \) in phase \( c \) can be obtained using
\[
\mathbf{J}_{n,c} = -\sum_{1 \leq j < n} \mathbf{J}_{j,c}.
\]

(7)

However, we do not need to solve the mass conservation of component \( n \) since closure is obtained using the mass conservation of each phase (Eq. 1). Finally, we assume that the diffusive flux of species in the disperse phase can also be modelled using Fick’s law. This is true for the two cases simulated here, namely a single-component and a binary disperse mixture. Therefore, for all components simulated in the system, the mass flux by diffusion can be modelled using
\[
\mathbf{J}_{j,c} = -D_{j,c}\nabla c_{j,c},
\]

(8)

where \( D_{j,c} \) is the molecular diffusion coefficient of component \( j \) in phase \( i \). At the interface, mass conservation imposes continuity of mass fluxes on each side
\[
\| (c_{j,i}(\mathbf{u}_i - \mathbf{w}) + \mathbf{J}_{j,i}) \cdot \mathbf{n}_\Sigma \| = 0 \quad \text{at } \Sigma.
\]

(9)

Finally, thermodynamics equilibrium imposes equality of chemical potential at the interface. This is modelled here using Henry’s law
\[
c_{j,c} = H_j c_{j,d} \quad \text{on } \Sigma,
\]

(10)

where \( H_j \) is the Henry’s coefficient for component \( j \), assumed constant here for simplicity.

2.2. Algebraic VOF Method: from continuous to discrete domain

The mathematical model introduced in the former section is defined on a continuous physical domain. The computational procedure to solve this system of equations, however, relies on the Finite Volume Method (FVM) (Patankar, 1980), i.e., a discretization of the domain into an ensemble of subset volumes. In FVM, the partial differential equations representing conservation laws (Eqs. (1), (3) and (6)) are transformed into discrete algebraic equations by integrating them over each discrete volume, \( V \). This operation is carried out using the averaging operator,
\[
\overline{\beta_i} = \frac{1}{V} \int_{V_i} \beta_i dV,
\]

(11)

where \( \beta_i \) is a function defined in \( \Omega_i \) (i = c, d) and \( V_i = V \cap \Omega_i \). The application of the volume average operator to the indicator function \( \mathbb{I}_i \) (which is equal to 1 in \( \Omega_i \) and 0 elsewhere) defines the volume fraction, \( \alpha_i \), of phase \( i \) in the finite volume \( V \),
\[
\alpha_i = \frac{1}{V} \int_{V_i} \mathbb{I}_d dV.
\]

(12)
\(\alpha_i\) is used as the phase indicator function in the FVM grid. In cells that contain the disperse phase only, \(\alpha_d = 1\). In cells that contain the continuous phase only, \(\alpha_d = 0\). In cells crossed by the fluid-fluid interface \(\Sigma\), \(0 < \alpha_d < 1\) (see Figure 1b). Tracking the evolution of \(\alpha_i\) is the cornerstone of the Volume-of-Fluid technique used in this paper. In VOF, this is achieved by solving conservation laws for the single-field (global variable) quantity, \(\beta\), defined as

\[
\beta = \alpha_d \beta_d + \alpha_c \beta_c.
\]

(13)

where the phase average over phase \(i\) is defined as

\[
\bar{\beta}_i = \frac{1}{V_i} \int_{V_i} \beta_i dV.
\]

(14)

The single-field \(\beta\) is defined all over the computational grid regardless the nature of the phase that occupies the cells (disperse, continuous or mixture). The VOF methods solve partial differential equations that govern the single-field velocity \(u\), the single-field pressure \(p\) and the single-field concentration \(c_j\) for species \(j\). Likewise, the viscosity \(\mu\) and density \(\rho\) are defined as single-field variables.

The governing equations on the FVM grid are obtained by applying the volume averaging operator, Eq. (11), to the continuity equations, Eq. (1), to the momentum equations, Eq. (3), and to the species conservation laws, Eq. (6), for the continuous and the disperse phases, and then by adding the two phase-averaged equations to form the governing equation for the single-field variable. In the averaging process, the volume averaging operator is applied to the spatial differential operators (gradient and divergence). This operation is not straightforward because integrals and derivatives can not be interchanged in volumes that contain the fluid-fluid interface \(\Sigma\). This is achieved using the spatial volume averaging theorems (Whitaker, 1999),

\[
\nabla \bar{\beta}_i = \nabla \bar{\beta}_i + \frac{1}{V} \int_{A_\Sigma} \beta_i \mathbf{n}_\Sigma dA,
\]

(15)

\[
\nabla \cdot \bar{\beta}_i = \nabla \cdot \bar{\beta}_i + \frac{1}{V} \int_{A_\Sigma} \beta_i \cdot \mathbf{n}_\Sigma dA,
\]

where \(A_\Sigma = V \cap \Sigma\) is the surface area of the interface within the control volume \(V\). The surface integral term in these equations transforms the boundary conditions at the discontinuity \(\Sigma\) between the two fluids phases into a body force. For example, the integration of the continuity equations gives rise to the volume source term,

\[
\dot{m} = \frac{1}{V} \int_{A_\Sigma} \rho_i (u_i - w) \cdot \mathbf{n}_\Sigma dA,
\]

(16)

that describes the rate of phase change within a control volume \(V\), i.e. the amount of mass that is transferred from the continuous phase to the disperse phase (and reverse) across the fluid-fluid interface.

In the VOF method, the normal vector \(\mathbf{n}_\Sigma\) defined on every points of the discontinuity \(\Sigma\) is transformed into a mean normal surface that is computed using the gradient of the phase indicator function (Quintard and Whitaker, 1994),

\[
\nabla \alpha_d = \frac{1}{V} \int_{A_\Sigma} \mathbf{n}_\Sigma dA.
\]

(17)

Therefore, the average of the normal vector \(\mathbf{n}_\Sigma\) is understood as

\[
\bar{\mathbf{n}}_\Sigma = \frac{\nabla \alpha_d}{\|\nabla \alpha_d\|}.
\]

(18)

\(\bar{\mathbf{n}}_\Sigma\) is a unit vector defined at the cell centres that describes the mean normal to the fluid-fluid interface in a control volume. In particular, it is used to compute the mean interface curvature.

The single-field equations are obtained following the averaging procedure described above. Here, we present
only the final conservation laws. A detailed derivation can be found in Fleckenstein and Bothe (2015). The continuity equation reads

\[ \nabla \cdot \mathbf{u} = \dot{m} \left( \frac{1}{\rho_d} - \frac{1}{\rho_c} \right). \]  

(19)

Further, the single-field momentum equation can be written as

\[ \frac{\partial \rho \mathbf{u}}{\partial t} + \nabla \cdot (\rho \mathbf{u} \mathbf{u}) = -\nabla p + \nabla \cdot \left( \mu \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right) \right) + \rho \mathbf{g} + \mathbf{f}_s, \]  

(20)

where

\[ \mathbf{f}_s = \frac{1}{V} \int_{\Sigma} \sigma \mathbf{n}_\Sigma dA \]  

(21)

is the mean surface tension force described as a body force. To compute \( \mathbf{f}_s \), the curvature within the control volume is approximated by a mean curvature estimated from the normal vector, \( \kappa = -\nabla \cdot \mathbf{n}_\Sigma \) (Brackbill et al., 1992). The surface tension \( \sigma \) and the mean curvature are then constant within a control volume, and can be removed from the integral. Therefore, using Eq. (17), \( \mathbf{f}_s \) becomes

\[ \mathbf{f}_s = \sigma \kappa \nabla \alpha_d. \]  

(22)

This surface tension force model is known as Continuous Surface Force (CSF) (Brackbill et al., 1992). Since in the VOF method, the fluid interface is represented by an indicator function which changes over a thin region, the estimation of the curvature using the CSF method is inaccurate and can generate non-physical parasitic velocities (Scardovelli and Zaleski, 1999; Popinet, 2018). These spurious currents might be reduced by computing the curvature from a smoothed indicator function \( \hat{\alpha}_d \), i.e.

\[ \kappa = \nabla \cdot \left( \frac{\nabla \hat{\alpha}_d}{||\nabla \hat{\alpha}_d||} \right), \]

\[ \hat{\alpha}_d = \frac{\sum_f \alpha_d A_f}{\sum_f A_f}, \]  

(23)

where \( \alpha_d \) is the value of \( \alpha_d \) on the face \( f \) of the control volume, obtained by linear interpolation, and \( A_f \) is the face surface area.

Finally, the volumetric phase equation is

\[ \frac{\partial \alpha_d}{\partial t} + \nabla \cdot (\alpha_d \mathbf{u}) + \nabla \cdot (\alpha_d \alpha_c \mathbf{u}_r) = \dot{m}, \]  

(24)

where \( \mathbf{u}_r = \mathbf{u}_d - \mathbf{u}_c \) is the relative velocity. This advection equation is exact because its derivation does not imply any assumption (Fleckenstein and Bothe, 2015). Note that the last term on the left-hand side has non-zero value only in the cells containing the fluid/fluid interface. The relative velocity \( \mathbf{u}_r \) is a consequence of mass and momentum transfer between the phases. However, Fleckenstein and Bothe (2015) showed that \( \mathbf{u}_r \) may be neglected even in the case of very good solubility (e.g. \( \text{CO}_2 \) in water) in order to simplify Eq. (24).

High resolution differencing schemes such as Flux Corrected Transport (FCT) (Zalesak, 1979) or Normalised Variable Formulation (NVF) (Leonard, 1988) can be used to reduce the smearing of the interface. These methods combined a bounded but diffusive low-order scheme with an unbounded but more accurate higher order scheme. In order to maintain a sharp interface, the amount of downwinding should be maximised, leading to so-called interface capturing schemes such as the Compressive Interface Capturing Scheme for Arbitrary Meshes (CICSAM) (Ubbink and Issa, 1999) and the High Resolution Interface Capturing (HRIC) scheme (Muzaferija et al., 1999). However, the present work is based on the interFoam solver (OpenCFD, 2016), which algebraic advection implementation utilizes a FCT method called Multidimensional Universal Limiter with Explicit Solution (MULES)
In addition, compression of the interface is performed but, rather than using an interface capturing scheme, an artificial compression term is introduced by replacing \( u \) in Eq. (24) by a compressive velocity \( u_{\text{comp}} \), normal to the interface and with an amplitude based on the maximum of the single-field velocity (Rusche, 2002)

\[
\mathbf{u}_r \equiv u_{\text{comp}} = \mathbf{n}_{\Sigma} \left[ \min \left( c_a, \max_j \left( \frac{\phi_j}{A_f} \right) \right) \right],
\]

(25)

where \( c_a \) is the compression constant (generally between 0 and 4) and \( \phi_j \) is the volumetric flux across \( f \). In all our simulations, we choose \( c_a = 1.0 \).

### 2.3. Single-field concentration equation

Similarly, applying volume-averaging to the mass conservation equation of each component in each phase, and then adding them up, yields to the single-field concentration equation. Deising et al. (2016) proposed a formal derivation of the model, leading to the CST formulation

\[
\frac{\partial c_j}{\partial t} + \nabla \cdot \mathbf{F}_j + \nabla \cdot \mathbf{J}_j = 0,
\]

(26)

where the advective flux is

\[
\mathbf{F}_j = \alpha_d c_{jd} \mathbf{u}_d + \alpha_c c_{j\Sigma} \mathbf{u}_r,
\]

(27)

and the diffusive flux is

\[
\mathbf{J}_j = -\alpha_d D_{jd} \nabla c_{jd} - \alpha_c D_{j\Sigma} \nabla c_{j\Sigma}.
\]

(28)

In the single-field approach, the fluxes \( \mathbf{F}_j \) and \( \mathbf{J}_j \) have to be described in term of single-field variables. Maes and Soulaine (2018) showed that the advective flux can be written as

\[
\mathbf{F}_j = c_j \mathbf{u} + \alpha_d \frac{c_{jd} - c_{j\Sigma}}{\alpha_d + \alpha_c} \mathbf{u}_r.
\]

(29)

For the diffusive flux, Haroun et al. (2010) proposed the following formulation

\[
\mathbf{J}_j = -D_{j\Sigma}^{SF} \nabla c_j + \Phi_j,
\]

(30)

where \( D_{j\Sigma}^{SF} \) is the single-field diffusion coefficient and \( \Phi_j \) is the CST flux, defined as

\[
\Phi_j = (1 - H_j) D_{j\Sigma}^{SF} c_j \frac{\alpha_d}{\alpha_d + H_j \alpha_c} \nabla \alpha_d.
\]

(31)

The debate regarding the best formulation for the single-field diffusion coefficient was initiated in the original work of Haroun et al. (2010) and pursued in Marschall et al. (2012) and Deising et al. (2016). Indeed, Haroun et al. (2010) first proposed an arithmetic mean for the diffusion coefficient

\[
D_{j\Sigma}^{SF} \equiv D_j^{SF} = \alpha_d D_{jd} + \alpha_c D_{j\Sigma}.
\]

(32)

However, they showed in their own test cases that a harmonic mean was more accurate. Further, Deising et al. (2016) derived the following formulation for the diffusive flux

\[
\mathbf{J}_j = -D_j^{SF} \nabla c_j - \alpha_d \alpha_c \frac{D_{jd} - D_{j\Sigma}}{\alpha_d + H_j \alpha_c} \nabla c_j + \Phi_j.
\]

(33)
with
\[
\Phi_j = \frac{c_j}{\alpha_d + H_j \alpha_c} \left( D_{jd} - H_j D_{jc} \right) - \frac{H_j \left( D_{jd} - D_{jc} \right)}{\alpha_d + H_j \alpha_c} \nabla \alpha_d. \tag{34}
\]

They compared this formulation to the harmonic formulation on several test cases and obtained almost identical results. However, Eqs. (33)-(34) can be drastically simplified by putting everything over the common denominator \(\alpha_d + H_j \alpha_c\). Doing so, we can show that this formulation is equivalent to Haroun et al. (2010) formulation (Eqs. (30)-(31)) if the arithmetic mean diffusion is replaced by the equilibrium-based mean diffusion
\[
D^SF_j \equiv D^m_j = \frac{\alpha_d D_{jd} + H_j \alpha_c D_{jc}}{\alpha_d + H_j \alpha_c}, \tag{35}
\]
which states that the diffusion of component \(j\) in the interface region is equal to the weighted mean of the phase diffusion coefficients \(D_{jd}\) and \(D_{jc}\) weighted by \(\alpha_d\) and \(H_j \alpha_c\). This formulation has many advantages over the arithmetic and harmonic formulations proposed by Haroun et al. (2010); Marschall et al. (2012); Deising et al. (2016). It is an equivalent simplified formulation of Eqs. (26)-(34) that ensures continuity of the diffusive flux of dilute species at the interface and that, contrary to the harmonic formulation, can be applied to the case when \(D_{jd} \to 0\) (for example when the disperse phase is pure).

### 2.4. Consistency of advection operator

The CST model has been derived by volume averaging, and therefore can be applied with any VOF method, regardless of the discretization method employed. However, Deising et al. (2016) noted that, to obtain a fully consistent advection scheme and avoid artificial mass transfer at the interface, it is essential to apply the same advection operator to all advected quantities. When using a geometric VOF method, the phase fraction is not transported algebraically but geometrically advected. Therefore, to avoid artificial mass transfer, the phase concentration \(c_{jd}\) and \(c_{jc}\) need to be advected the same way. In this case, the two-field approach presented in Fleckenstein and Bothe (2015) is more suited. Within this approach, two scalar fields are used to represent the species concentrations, one for each phase, and these concentration fields are extended by “0” into the respective other phase. To avoid artificial mass transfer, the reconstruction of a sharp interface and the interface velocity \(w\) are needed (Deising et al., 2016; Fleckenstein and Bothe, 2015). When using an algebraic VOF method, these information are inherently lost. In this case, the single-field approach is more suited.

The CST model is fully consistent with any algebraic VOF method, as long as the same discretization scheme is applied to the phase fraction and species concentration. Following this principle, the CST method has been applied successfully with algebraic VOF methods with FCT (Haroun et al., 2010) or CICSAM (Deising et al., 2018) discretization schemes.

When using high resolution discretization schemes, the relative velocity \(u_r\) may be neglected, so the advective flux in the CST model becomes \(F_j = c_j u\). However, additional care must be taken when using the CST model with an artificial compressive velocity. Yang et al. (2017) neglected the relative velocity in the species transport equation, and they observed that, when convection dominates diffusion locally near the interface, this formulation generates a large numerical error. They show that in order to capture the discontinuity at the interface accurately, the mesh should be designed so that the diffusion dominates the advection locally. This is described by the local Péclet number \(Pe_{local} = \frac{u}{D}\), and they recommend to use \(Pe_{local} < 0.5\). However, this restriction cannot be applied for the case when \(D_{jd} \to 0\) (for example when the disperse phase is pure). Maes and Soulaine (2018) shows that the numerical error is in fact due to inconsistency in the phase and component advection schemes arising from the compression term. It is therefore essential to use the so called Compressive CST (C-CST) (Maes and Soulaine, 2018) formulation, where the advective flux includes a compressive term
\[
F_j = c_j u + \alpha_d \alpha_c \left( \bar{c}_{jd} - \bar{c}_{jc} \right) u_{comp}. \tag{36}
\]
The phase concentration \( \bar{c}_{jd} \) and \( \bar{c}_{j\infty} \) are unknown and need to be expressed as a function of \( \alpha_d \) and \( c_j \). In the original C-CST model (Maes and Soulaine, 2018), the phase concentration are assumed to be at equilibrium in the grid blocks that contain the interface, and \( \bar{c}_{jd} = \frac{c_j}{\alpha_d \eta_H \alpha_c} \) and \( \bar{c}_{j\infty} = \frac{H_j c_j}{\alpha c \eta_H \alpha_c} \). The phase concentration difference was,

\[
(\bar{c}_{jd} - \bar{c}_{j\infty}) = \left(\frac{1 - H_j}{\alpha_d + H_j \alpha_c}\right) \frac{c_j}{\alpha_d \eta_H \alpha_c} \tag{37}
\]

In the present paper, we propose a different model based on the computation of the gradient of concentration at the interface. Using the definition of the single-field concentration, we have,

\[
\nabla c_j \cdot \nabla \alpha_d = \nabla \left(\alpha_d \bar{c}_{jd} + \alpha_c \bar{c}_{j\infty}\right) \cdot \nabla \alpha_d,
\]

\[
= \left[\alpha_d \nabla \bar{c}_{jd} + \alpha_c \nabla \bar{c}_{j\infty} + \left(\bar{c}_{jd} - \bar{c}_{j\infty}\right) \nabla \alpha_d\right] \cdot \nabla \alpha_d,
\]

\[
= \alpha_d \nabla \bar{c}_{jd} \cdot \nabla \alpha_d + \alpha_c \nabla \bar{c}_{j\infty} \cdot \nabla \alpha_d + \left(\bar{c}_{jd} - \bar{c}_{j\infty}\right) \left|\nabla \alpha_d\right|^2. \tag{38}
\]

Although the gradient of the phase concentration across the interface is zero only when the phases are at chemical equilibrium in the cell, the compression may assume that they are in order to avoid additional mass transfer across the interface. Therefore, we assume \( \nabla \bar{c}_{jd} \cdot \nabla \alpha_d = \nabla \bar{c}_{j\infty} \cdot \nabla \alpha_d = 0 \), and the phase concentration difference can be written as

\[
(\bar{c}_{jd} - \bar{c}_{j\infty}) = \frac{\nabla c_j \cdot \nabla \alpha_d}{\left|\nabla \alpha_d\right|^2}. \tag{39}
\]

In the rest of the paper, this model is referred to as the normal C-CST model while the model using Eq. (37) is referred to as the original C-CST. The two C-CST models are compared for a 1D test case with infinite Péclet number in section 3. In particular, we observe that the local mass transfer between the phase generated by the compression is zero for the normal C-CST model but not for the original C-CST model. This is an essential property for computing interface mass transfer and local volume change.

2.5. Interface mass transfer

The VOF approach with local volume change requires the computation of the rate of mass transfer, \( \dot{m} \), at the gas/liquid interface. Indeed, \( \dot{m} \) appears both in the continuity equation, Eq. (19), and in the phase conservation law, Eq. (24). By definition, the rate of mass transfer, responsible for the local phase volume change, results from the sum of the rate of transfer, \( \dot{m}_i \), of all the species that cross the interface, i.e. all the species except for the one labelled \( n \) that remains always in the continuous phase. Hence, the rate of mass transfer writes

\[
\dot{m} = \sum_{i \neq n} \dot{m}_i, \tag{40}
\]

where the rate of species transfer is defined in each control volume \( V \) that contains part of the interface \( \Sigma \) by integrating the flux condition Eq. (9) over the surface of the interface. We have,

\[
\dot{m}_i = \dot{m}_{ij} = \frac{1}{V} \int_{A_\Sigma} \left( c_{ji} (u_i - w) - D_{ji} \nabla c_{ji} \right) \cdot \mathbf{n} dA. \tag{41}
\]

This integral involves variables defined in the continuous physical space and needs to be formulated in terms of grid-based variables to be used in the VOF method. In a control volume, the concentration at the interface is assumed to verify \( c_{j\Sigma} \approx \overline{c_{ji}} \) and \( \nabla c_{j\Sigma} \approx \nabla \overline{c_{ji}} \) (Soulaine et al., 2011). Because, \( \overline{c_{ji}} \) is a volume averaged quantity over the control volume \( V \), it has a constant value all along \( A_\Sigma \) and can be pull out the surface integral.
Finally, using Eq. (16) and Eq. (17), we obtain

$$\dot{m}_{ji} = \frac{1}{V} \int_{A_{j}} \left( \overline{c}_{ji} \left( \mathbf{u}_{i} - \mathbf{w} \right) - D_{ji} \nabla \overline{c}_{ji} \right) \cdot \mathbf{n}_{2} dA,$$

$$= \overline{c}_{ji} \frac{1}{\rho_{i}} \int_{A_{j}} \rho_{j} \left( \mathbf{u}_{i} - \mathbf{w} \right) \cdot \mathbf{n}_{2} dA - D_{ji} \frac{1}{\rho_{i}} \int_{A_{j}} \mathbf{n}_{2} dA,$$

$$= \overline{c}_{ji} \frac{1}{\rho_{i}} \int_{A_{j}} \rho_{j} \left( \mathbf{u}_{i} - \mathbf{w} \right) \cdot \mathbf{n}_{2} dA - D_{ji} \frac{1}{\rho_{i}} \int_{A_{j}} \mathbf{n}_{2} dA,$$

$$= \frac{1}{\rho_{i}} \dot{m} - D_{ji} \nabla \overline{c}_{ji} \cdot \nabla \alpha_{d}. \quad (42)$$

Eq. (42) cannot be used in its present form since it depends on $\overline{c}_{ji}$ that is not computed in the VOF method. It is recast into a form that depends only on the single-field variables using the sum of the species transfer rate on each side of the interface weighted by a fluid volume fraction. We have,

$$\dot{m}_{j} = \alpha_{d} \dot{m}_{jd} + \alpha_{c} \dot{m}_{jc} = \left( \alpha_{d} \frac{\overline{c}_{jd}}{\rho_{d}} \dot{m} - D_{jd} \nabla \overline{c}_{jd} \cdot \nabla \alpha_{d} \right) + \alpha_{c} \left( \frac{\overline{c}_{jc}}{\rho_{c}} \dot{m} - D_{jc} \nabla \overline{c}_{jc} \cdot \nabla \alpha_{d} \right),$$

$$= \left( \alpha_{d} \frac{\overline{c}_{jd}}{\rho_{d}} + \alpha_{c} \frac{\overline{c}_{jc}}{\rho_{c}} \right) \dot{m} - \left( \alpha_{d} D_{jd} \nabla \overline{c}_{jd} + \alpha_{c} D_{jc} \nabla \overline{c}_{jc} \right) \cdot \nabla \alpha_{d},$$

$$= X_{j} \rho_{d} + \mathbf{J}_{j} \cdot \nabla \alpha_{d}, \quad (43)$$

where $X_{j} = \left( \alpha_{d} \frac{\overline{c}_{jd}}{\rho_{d}} + \alpha_{c} \frac{\overline{c}_{jc}}{\rho_{c}} \right)$, and where the diffusion flux was simplified using Eqs. (28) and (30). Using Eq. (40) along with Eq. (43) we obtain

$$\dot{m} = \sum_{1 \leq j \leq n} X_{j} \dot{ho}_{d} + \sum_{1 \leq j \leq n} \mathbf{J}_{j} \cdot \nabla \alpha_{d}.$$ \hspace{1cm} (44)

To close the system, the sum $\sum_{1 \leq j \leq n} X_{j}$ is calculated using Eq. (5) along with the assumption that all the $1 \leq j < n$ components are diluted in $c$ so that $\rho_{c} = \overline{c}_{jc}$. The sum of $X_{j}$ writes,

$$\sum_{1 \leq j \leq n} X_{j} = \alpha_{d} + \alpha_{c} \left( 1 - \overline{c}_{jc} \right) \approx \alpha_{d}, \quad (45)$$

Therefore, using Eq. (30), the total mass transfer in a control volume that includes interfacial area is calculated as

$$\dot{m} = \sum_{1 \leq j \leq n} \left( D_{ij} \nabla c_{j} - \mathbf{J}_{j} \right) \cdot \nabla \alpha_{d} \approx \frac{\sum_{1 \leq j \leq n} \left( D_{ij} \nabla c_{j} - \mathbf{J}_{j} \right)}{1 - \alpha_{d}} \cdot \nabla \alpha_{d} \quad (46)$$

This closes Eq. (24) and the entire system.

2.6. Numerical implementation

The numerical method has been implemented in our OpenFOAM®-based reactive transport solver (OpenCFD, 2016). The full code can be downloaded from our website https://carbonates.hw.ac.uk/software/open-source-code. The standard VOF solver of OpenFOAM®, so-called interFoam, has been extended for this purpose into another solver called interTransferFoam. The full solution procedure is presented in Fig. 2. interFoam solves the system formed by Eq. (19), (24) and (20) on a colocated Eulerian grid. A pressure equation is obtained by combining the continuity (Eq. (19)) and momentum (Eq. (20)) equations. The system is then solved with a predictor-corrector strategy based on the Pressure Implicit Splitting Operator (PISO) algorithm (Issa et al., 1985). Three iterations of the PISO loop are used to stabilise the system. An explicit formulation is used to treat the coupling between the
phase distribution equation (Eq. (24)) and the pressure equation. This imposes a limit on the time-step size by introducing a capillary wave time scale described by the Brackbill conditions (Brackbill et al., 1992).

In \textit{interTransferFoam}, the concentration equation (Eq. (26)) is solved sequentially before the phase conservation. The interfacial mass transfer (Eq. (46)) is then computed and re-injected in the continuity (Eq. (19)) and phase equations (Eq. (24)). The space discretization of the convection terms is performed using the second-order \textit{vanLeer} scheme (van Leer, 1974). For the compression terms, the interpolation of $\alpha_d\alpha_c$ is performed using the \textit{interfaceCompression} scheme (OpenCFD, 2016). The diffusion term $\nabla \cdot \left( D_{ij} \nabla c_j \right)$ is discretized using the Gauss linear limited corrected scheme, which is second order and conservative. The discretization of the CST flux is performed using the Gauss linear scheme.

For the computation of the mass transfer $\dot{m}$, we define

$$\Phi_D = \sum_{1 \leq j < n} D_{ij} \nabla c_j - \Phi_j$$

and then we use $\Phi_D \cdot \nabla \alpha_d = \nabla \cdot \left( \Phi_D \alpha_d \right) - \alpha_d \nabla \cdot \Phi_D$. The discretization of $\Phi_D \alpha_d$ is performed using upwinding in the direction of $\nabla \alpha_d$ in order to prevent negative $\alpha_d$. This is only first-order accurate (see Section 3), but all second-order discretization schemes available in OpenFOAM® have shown strong instabilities.

2.7. Dimensionless analysis and large-scale post-processing

In this section, we describe the dimensionless numbers used to analyse the simulation results in terms of bulk-averaged properties.

For two-phase flow, the relative importance of inertia and viscous forces is quantified using the Reynolds number $Re$, while the importance of gravity and surface tension force is characterised using the Eötvös $Eo$ and Morton $Mo$ numbers,

$$Re = \frac{\rho_c U L}{\mu_c}, \quad Eo = \frac{\Delta \rho g L^2}{\sigma}, \quad Mo = \frac{g \mu_c^4 \Delta \rho}{\rho_c^2 \sigma^4}.$$
where $U$ and $L$ are reference velocity and length, respectively.

Similarly, the relative importance of viscous and molecular diffusivity is quantified using the Schmidt number $Sc$, while the Pécellet number $Pe=Sc\times Re$ is equal to the ratio of advective to diffusive transport

$$Sc = \frac{\mu_c}{\rho_cD_{jc}}, \quad Pe = \frac{UL}{D_{jc}}. \quad (49)$$

A common engineering approach for the modelling of species transfer across interfaces is to introduce a species transfer coefficient $k_j$

$$\int_{\Omega} m_j dV = k_jA_j \left( H_jc_{jd,\infty} - c_{jc,\infty} \right), \quad (50)$$

where $c_{jc,\infty}$ is the bulk average concentration of $j$ in phase $i$. This leads to the definition of the Sherwood number $Sh$, which quantifies the ratio of interface mass transfer rate to the molecular diffusion rate

$$Sh = \frac{k_jL}{D_{jc}}. \quad (51)$$

Establishing accurate Sherwood correlation as a function of the other dimensionless groups (Reynolds, Schmidt, Pécellet) is one of the most investigated engineering question in bubble column reactors (Oellrich et al., 1973; Clift et al., 1978; Takemura and Yabe, 1998).

3. Verification

3.1. Two-phase transport in a 1D tube at infinite Pécellet number

The objective of this test case is to observe and quantify the artificial mass transfer that arises at the interface when compression is not applied consistently for the phase volume fraction and species concentration. For this, four numerical implementations are compared in OpenFOAM® (OpenCFD, 2016) and summarized in Table (1). First, no interface compression is used. The advection is performed using the FCT method implemented in MULES (Weller, 2006), but the compression is cancelled by setting $c_α = 0$. The species concentration equation is modelled using the standard CST method. This implementation is labelled VOF-FCT0-S-CST. Secondly, we used compression of the interface for the phase fraction ($c_α = 1$), but not for the species concentration. This implementation is labelled VOF-FCT1-S-CST. Thirdly, we use compression of the interface for the phase fraction and for the species concentration, using the original C-CST method (Eqs. (36) and (37)). This implementation is labelled VOF-FCT1-OC-CST. Finally, we use compression of the interface for the phase fraction and for the species concentration, using the normal C-CST method (Eqs. (36) and (39)). This implementation is labelled VOF-FCT1-NC-CST.

To compare the four implementations in terms of artificial mass transfer, we consider a 1D tube of length 200 μm. The tube is initially filled with the disperse phase ($α_d = 1$) from $x=0$ to 40 μm and the continuous phase ($α_d = 0$) from $x=40$ to 200 μm. The concentration of a species $A$ is set to 1 kg/m$^3$ in the disperse phase and 0 in the continuous phase. The Henry coefficient $H_A$ is assumed to be equal to 0.5, so that the system is not at equilibrium. The velocity is constant $U=0.05$ m/s in the domain. In addition, we assume that $D_{A,d} = D_{A,c} = 0$
(infinite Pe). Therefore, there is no transfer between the phase and the analytical solution for both phase fraction and species concentration is a sharp front moving at speed $U$.

The simulation are performed on a regular grid with resolution $\Delta x = 1 \mu m$ and with a constant time-step $\Delta t = 10^{-7} \, s$. Fig. 3 shows the phase fraction and concentration profiles at different time for the four different implementations and Fig. 4 shows the evolution of the fraction of component A in the continuous phase. For

![Figure 3: Concentration profile during two-phase transport in a 1D tube at different time obtained using (a) VOF-FCT0-S-CST, (b) VOF-FCT1-S-CST, (c) VOF-FCT1-O-CST and (d) VOF-FCT1-N-CST.](image)

![Figure 4: Evolution of the average concentration of component A in the continuous phase during two-phase transport in a 1D tube using the four different implementation of the VOF-CST methods. When compression is applied to the interface, the standard CST and the original C-CST model generate an erroneous transfer between the phases, while for the normal C-CST model, the concentration of A in the continuous phase remains zero.](image)

the case with no compression (VOF-FCT0-S-CST), the interface is slightly smeared and spans over seven cells (Fig. 3a). However, no artificial mass transfer is observed (Fig. 4). The advection operators for phase fraction and species concentration are fully consistent. For the case where compression is applied to the phase fraction but not to the species concentration (VOF-FCT1-S-CST), the interface is sharper, spanning over three cells, but the species concentration is diffuse (Fig. 3b). The fraction of A in the continuous phase does not remain equal to zero, but reaches a maximum value of 0.01 at $t=0.15 \, ms$. The erroneous mass transfer between the phases is maximum.
at \( t=0 \), with value equal to 0.012 kg/m\(^2\)/s. This error corresponds to a diffusion coefficient of \( 1.2 \times 10^{-6} \) m\(^2\)/s. The advection operators for phase fraction and species concentration are not consistent. Next, when the original C-CST method is applied to the species concentration (VOF-FCT1-OC-CST), the species concentration is slightly less diffuse, but the problem is not fully corrected (Fig. 3c). Again, the fraction of \( A \) in the continuous phase does not remain equal to zero, but reaches a maximum value of \( 8 \times 10^{-3} \) at \( t=0.1 \) ms. The erroneous mass transfer between the phases is also maximum at \( t=0 \), with the same value of 0.012 kg/m\(^2\)/s. In the original C-CST model, the phase concentration at the interface are obtained by assuming local equilibrium between the phases. However, when the phase concentrations deviate strongly from equilibrium, artificial mass transfer between the phases arises. The original C-CST method is only consistent with artificial compression when phase concentrations at the interface are at equilibrium. In the present case, equilibrium is never reached since Pe is infinite. Finally, when the normal C-CST method is applied (VOF-FCT1-NC-CST), both phase fraction and species concentration are sharp, spanning over three cells (Fig. 3d), and no artificial mass transfer is observed. This is because the normal C-CST model is built so that no interface transfer is generated by the compression (Eq. (38)). This is an essential result when computing the interface mass transfer and the local volume change. The advection operators for phase fraction and species concentration are fully consistent. In the rest of the paper, we will use compression of the interface with the normal C-CST method.

3.2. Dissolution of a single-component gas phase into an immiscible liquid solvent in a semi-infinite tube

The objective of this test case is to validate the computation of the interface mass transfer and the local volume change by comparison with a system where an analytical solution exists. For this, we consider the case where the disperse phase is a single-component gas with \( \rho_d = 1 \) kg/m\(^3\) and the continuous phase is a binary liquid mixture with \( \rho_c = 1000 \) kg/m\(^3\). The species \( A \) of the disperse phase is a dilute component in phase \( c \), with \( H_A = 0.5 \) and \( D_{A,c} = 10^{-6} \) m\(^2\)/s. The second species is a solvent that is not soluble in \( d \). The domain is a 1D semi-infinite tube (Fig. 5). The gas/liquid interface is initially positioned at a distance \( l_0 = 5 \) mm from the left boundary. Initially, the concentration of dilute species in the liquid is equal to zero.

Due to incompressibility, the velocity in each phase is constant, and equal to zero in the gas phase. Mass conservation at the interface (Eq. (2)) gives

\[
u_c = \frac{\rho_c - \rho_d}{\rho_c} \ \text{at} \ x = l.
\]
Therefore, the mass conservation of the dilute component in $c$ writes

$$\frac{\partial c_{A,c}}{\partial t} + \frac{\rho_c - \rho_d}{\rho_c} \frac{\partial c_{A,c}}{\partial x} = D_{A,c} \frac{\partial^2 c_{A,c}}{\partial x^2} \quad \text{for } x > l,$n

$$c_{A,c}(x,0) = 0 \quad \text{for } x > l,$n

$$c_{A,c}(l,t) = H_A \rho_d \quad \text{for } t > 0,$n

$$\frac{dl}{dt} = w = \frac{D_{A,c} \frac{\partial c_{A,c}}{\partial x}}{\rho_d} \bigg|_{x=l} \quad \text{for } t > 0$$

Assuming that $\rho_d << \rho_c$, an analytical solution for Eq. (53) writes

$$c_{A,c}(x,t) = H_A \rho_d \left(1 - \text{erf}\left(\frac{x - l}{2 \sqrt{D_{A,c} t}}\right)\right) \quad \text{for } x > l,$n

$$l(t) = l_0 - 2H_A \rho_d \sqrt{\frac{D_{A,c} t}{\pi}}.$$n

The simulations were performed on a domain of length 100 mm, to mimic a semi-infinite tube. In order to investigate convergence, we define the dimensionless grid size

$$\Delta x^* = \frac{\Delta x}{l_0},$$

and the error for concentration and interface position

$$\text{Err} (c(\Delta x^*)) = \max_t \left(\sqrt{\int \left(\frac{c(\Delta x^*, t) - c(\Delta x^* \to 0, t)}{\rho_d}\right)^2 \, dt}\right),$$

$$\text{Err} (l(\Delta x^*)) = \max_t \left(\left|\frac{l(\Delta x^*, t) - l(\Delta x^* \to 0, t)}{l_0}\right|\right).$$

Fig. 6 shows the evolution of the convergence errors with grid resolution. All simulations are performed with a time-step of 0.2 $\mu$s, for which they have all converged in time. We observe that both measures show first-order convergence. Although the CST model itself is second-order accurate, the discretization of the phase transfer
flux (Eq. 46) is performed using upwinding to avoid negative volume fraction. We have tested the second-order accurate schemes included in OpenFOAM but they all show strong instabilities.

Fig. 7 show a comparison of analytical and numerical simulations for grid resolution \( \Delta x^* = 0.01 \). We observe a very good agreement between the simulation and the exact solution. Both convergence errors (Eq. (56)) are smaller than 0.01.

3.3. Growth of binary gas in infinite cylinder

The objective of this test case is to validate the computation of the local volume change when two species are present in the gas phase. For this, we consider an infinite cylinder of radius \( R = 1 \) mm. The initial radius of the dispersed gas phase is \( R_0 = 0.5 \) mm, so that the domain is filled with gas for \( 0 \leq r < R_d \) and with the continuous liquid phase for \( R_d < r < R \) (Fig. 8). The fluid properties are summarised in Table 2.

We consider that the gas is a binary mixture (A+B). Initially, the gas phase is composed at 100% of B \( (c_{A,d} = 0, c_{B,d} = \rho_d) \). We assume that A is only weakly soluble \( (H_A = 0.01) \) and B is not soluble \( (H_B = 0) \) in liquid, so that
the liquid phase is a binary mixture of A and a solvent that is not soluble in the gas phase. The diffusion coefficient are $D_{A,d} = D_{B,d} = 10^{-4} \text{m}^2/\text{s}$ and $D_{A,c} = D_{B,c} = 10^{-6} \text{m}^2/\text{s}$. At the outside boundary of the system, the pressure remains constant, and the concentration of A is equal to $H_{A} \rho_d$. Due to the symmetry of the problem, the velocity and concentration only depends on the radius $r$, and the motion induced in the liquid phase is also radial,

$$w = w(t) \hat{e}_r, \quad u_c = u_c(r,t) \hat{e}_r.$$  \hfill (57)

Since $\rho_d \ll \rho_c$, mass conservation at the interface (Eq. (2)) gives

$$u_c(R_d,t) = w(t).$$  \hfill (58)

Due to the large diffusion ratio between the gas and liquid phases, the species concentration in the gas phase can be considered uniform at the time scale of the process. Since the total mass of B is a constant, the concentration of A in the gas phase satisfies

$$c_{A,d} = \rho_d \left(1 - \frac{R_0}{R_d} \right)^2.$$ \hfill (59)

Mass conservation of the dilute component in the liquid phase writes

$$\frac{c_{A,c}}{\rho_d} \frac{dR_d}{dt} = \frac{\rho_c}{\rho_d} \frac{dR_d}{dt} \frac{\partial c_{A,c}}{\partial r} \bigg|_{r = R_d}$$ \hfill (60)

Eq. (60) can be written in its dimensionless form using

$$r^* = \frac{r}{R}, \quad R^*_d = \frac{R_d}{R}, \quad t^* = \frac{t}{\tau}, \quad c^* = \frac{c_{A,c}}{H_{A} \rho_d},$$ \hfill (61)

where asterisks denote dimensionless variables and

$$\tau = \frac{R^2}{H_{A} D_{A,c}}.$$ \hfill (62)

The time-scale $\tau$ corresponds to the time it takes a mass $\pi \rho_d R^2 L$ in a cylinder of radius $R$ and length $L$ to diffuse out of the system if the mass flux density is $D_{A,c} \pi H_{A} \rho_d$. For $D_{A,c} = 10^{-6} \text{m}^2/\text{s}$, $\tau = 100 \text{s}$. Substituting into

<table>
<thead>
<tr>
<th>Density (kg/m$^3$)</th>
<th>Dynamic viscosity (Pa.s)</th>
<th>Interfacial tension (mN/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas 1</td>
<td>$1.8 \times 10^{-5}$</td>
<td>60</td>
</tr>
<tr>
<td>Liquid</td>
<td>$1 \times 10^{-3}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 2: Fluid properties for mass transfer during growth of binary gas in infinite cylinder
Eq. (60) yields
\[
H_A \left( \frac{\partial c^*}{\partial r} + w' \frac{R_d}{r} \frac{\partial c^*}{\partial r'} \right) = \frac{1}{r'} \frac{\partial}{\partial r'} \left( r' \frac{\partial c^*}{\partial r'} \right) \quad \text{for } r' > R_d,
\]
\[
c^*(R_d, t') = 1 - \left( \frac{R_d(0)}{R_d} \right)^2, \quad c^*(1, t') = 1 \quad \text{for } t' > 0,
\]
\[
\frac{dR_d^*}{dt} = w^* = \frac{\partial c^*}{\partial r'} \bigg|_{r'=R_d^*} \quad \text{for } t' > 0
\]
Since $H_A \ll 1$, the concentration of $A$ in the liquid phase can be assumed at equilibrium at the time-scale of the motion of the interface. Therefore, Eq. (63) becomes
\[
\frac{1}{r'} \frac{\partial}{\partial r'} \left( r' \frac{\partial c^*}{\partial r'} \right) = 0 \quad \text{for } r' > R_d^*,
\]
\[
c^*(R_d^*, t') = 1 - \left( \frac{R_d(0)}{R_d^*} \right)^2, \quad c^*(1, t') = 1 \quad \text{for } t' > 0,
\]
\[
\frac{dR_d^*}{dt} = w^* = \frac{\partial c^*}{\partial r'} \bigg|_{r'=R_d^*} \quad \text{for } t' > 0
\]
An analytical solution for Eq. (64) writes
\[
c_{A,c}(r, t) = H_d D_d \left( 1 - \left( \frac{R_d}{R_d^*} \right)^2 \ln(r/R) \right), \quad \text{for } r > R_d^*,
\]
\[
\frac{1}{4} \left( R_d^2 \ln \left( \frac{R_d}{R} \right) - R_d^4 \ln \left( \frac{R_d}{R} \right) \right) - \frac{1}{16} (R_d^4 - R_d^0) = -R_d^3 H_d D_d t, \quad \text{for } t > 0.
\]
The simulations are performed in 2D on a quarter-circle, using symmetry condition on the left and bottom boundaries. In order to investigate convergence, we define the dimensionless grid size
\[
\Delta x^* = \frac{\Delta x}{R},
\]
and the error for concentration and gas radius
\[
\text{Err}(c(\Delta x^*)) = \max_t \left\{ \sqrt{\int c_{A,c}(\Delta x^*, t) - c_{A,c}(\Delta x^* \to 0, t)^2} dt \right\},
\]
\[
\text{Err}(R_d(\Delta x^*)) = \max_t \left\{ \frac{|R_d(\Delta x^*, t) - R_d(\Delta x^* \to 0, t)|}{R_d(0)} \right\}.
\]
The domain is first meshed with a uniform Cartesian grid, then all cells containing solid are removed and replaced by rectangular and triangular cells that match the solid boundaries, using the OpenFOAM® utilities snappyHexMesh (OpenCFD, 2016). Fig. 9 shows the evolution of the convergence errors with grid resolution. All simulations are performed with a time-step of 0.1 $\mu$s, for which they have all converged in time. Again, we observe that both measures show first-order convergence, due to the first-order upwinding discretization of the phase transfer flux (Eq. 46).

Fig. 10 shows the evolution of the dimensionless concentration of component A and of the gas-liquid interface, for a grid resolution of $\Delta x^* = 4 \times 10^{-3}$, obtain using snappyHexMesh with an initial Cartesian grid of 250×250. The final grid contains 46801 cells.

We observe that the volume of gas grows as component A diffuses across the interface. Fig. 11 shows a comparison between numerical and analytical solution for the dimensionless concentration and radius. The observed errors ($9 \times 10^{-3}$ for concentration, $7 \times 10^{-3}$ for radius) are due to the difficulty of maintaining a sharp interface. In addition, we observe that the curvature of the interface is not perfectly circular (Fig. 10). In fact,
it oscillates slightly during the simulation due to parasitic currents. In our work, the impact of these spurious currents is only limited and smoothing the indicator function prior to the computation of interface curvature is enough to limit them. To increase robustness and accuracy, various techniques to reduce them further can be considered, such as sharpening of indicator function prior to surface tension force computation (Francois et al., 2006), filtering of capillary force (Raeini et al., 2012) or coupled VOF level-set method (Albadawi et al., 2013), but are outside the scope of this work.

3.4. Mass transfer from a single-component rising gas bubble in creeping flow

The objective of this test case is to validate the interface mass transfer in a 3D geometry with dynamic motion of the interface, on both structured and unstructured grids. For this, we consider the rising of a 3D gas bubble in the creeping flow regime (Re $< 1$). Although no analytical solution of the full species equation for this problem is available, Fleckenstein and Bothe (2015) proposed a semi-analytical method to solve the mass transfer across the interface. This uses the Hadamard-Rybczynski analytical solution (Hadamard, 1911) of flow around a spherical bubble at low Reynolds number. In spherical coordinate and in a reference frame moving with the barycentre of
the bubble, the velocity field is given by

\[ u_{rad} = -U_b \left( \frac{1}{2} \frac{\mu_d/\mu_c + 1}{\mu_d/\mu_c + 1} \frac{1}{r/R} + \frac{\mu_d/\mu_c + 1}{\mu_d/\mu_c + 1} \frac{1}{(r/R)^3} \right) \cos \theta, \]

\[ u_\theta = U_b \left( \frac{1}{2} \frac{\mu_d/\mu_c + 1}{\mu_d/\mu_c + 1} \frac{1}{2r/R} + \frac{\mu_d/\mu_c + 1}{\mu_d/\mu_c + 1} \frac{1}{2 (r/R)^5} \right) \sin \theta, \tag{68} \]

where \( u_{rad} \) and \( u_\theta \) are the radial and tangential components of the velocity, \( R \) is the radius of the bubble and \( U_b \) is the bubble rising velocity, given by

\[ U_b = \frac{2 \rho_d - \rho_c}{3 \mu_c} g R \frac{1 + \mu_d/\mu_c}{2 + 3 \mu_d/\mu_c}. \tag{69} \]

Then, assuming rotational symmetry, the stationary species equation in the continuous phase is given by

\[ u_r \frac{\partial c}{\partial r} + u_\theta \frac{1}{r} \frac{\partial c}{\partial \theta} = D \left( \frac{1}{r} \frac{\partial}{\partial r} \left( r \frac{\partial c}{\partial r} \right) + \frac{1}{\sin \theta} \frac{\partial}{\partial \theta} \left( \sin \theta \frac{\partial c}{\partial \theta} \right) \right). \tag{70} \]

Fleckenstein and Bothe (2015) numerically solves a simplified form of Eq. (70) that neglects the last term on the right-hand side by assuming good mixing along the streamline, then computes the interface mass transfer to update the bubble radius \( R \).

Mass transfer from a single-component gas bubble has been simulated and compared to the semi-analytical solution. The fluid properties are summarised in Table 3. A Henry’s coefficient of 0.2 is chosen. A bubble with initial radius \( R = 2 \) mm has been simulated in a computational domain of dimension 1.2 cm × 2.4 cm × 1.2 cm. Symmetry conditions are applied to the plan \( x=0 \) and \( z=0 \), so only a quarter of the bubble is simulated. The other boundary conditions are free-flow.

Two different grids are considered here, a structured one and an unstructured one. The structured grid is
obtained by meshing the computational domain uniformly with 150\times300\times150 cells. For the unstructured grid, a tetrahedral mesh is first obtained using the open source software gmsh (Geuzaine and Remacle, 2009) by extruding a 2D triangular mesh. Then, the OpenFOAM\textsuperscript{®} polyDualMesh utility (OpenCFD, 2016) is used to convert to a polyhedral mesh. In order to obtain a similar number of cells for both grids, the resolution of the triangular mesh is set to $9.23\times10^{-5}$ m (260 points per direction). The final grids contain 6.75 million cells for the structured mesh and 6.81 million cells for the unstructured mesh.

The simulations were run with a constant time-step of 20 $\mu$s. Initially, the centre of the bubble is placed at (0 mm, 3 mm, 0 mm). In order to compare with the semi-analytical, mass transfer from a rising bubble with no volume change and while forcing the species concentration in the bubble, and therefore the density, to remain constant is simulated until the barycentre of the bubble reaches (0 cm, 1.2 cm, 0 cm). The simulations are then restarted with local volume change taken into account. Fig. 12 shows the interface position and the dimensionless concentration $c' = c / (\alpha + H (1 - \alpha))$ profile at $t=0.2$ s, for both structured and unstructured grids. The profile are very similar. The unstructured solution is slightly more diffuse, and the bubble velocity slightly reduced, but the difference is not significant.

At $t=0$, the rising velocity obtained in the simulation is equal to 3.0 cm/s, while the exact velocity obtained with the Hadamard-Rybczynski solution is approximately 3.5 cm/s. Similarly to Fleckenstein and Bothe (2015), Eq. (70) is adjusted for the semi-analytical computation to account for this discrepancy. Fig. 13 shows the evolution of the normalised mass of gas obtained with the numerical model and compared to the semi-analytical solution. After a total simulated time of 0.25 s, the mass has decreased to 81% of its initial value in the structured grid simulation, 81.4% in the unstructured grid simulation, and to 80.6% of its initial value in the semi-analytical solution. This corresponds to a relative deviation of 0.5% for the structured grid and 1% for the unstructured grid at the end of the simulation.

4. Application

4.1. Competing mass transfer in infinite cylinder

In industrial applications involving mass transfer at fluid interfaces, species being transferred from the gas phase to the liquid phase and species being transferred in the opposite direction can both happen simultaneously.
This competing mass transfer directly affect the volume of each phase and must be taken into account in any numerical modelling.

Here, we consider competing mass transfer with two species A and B in an infinite cylinder of radius $R=1$ mm. The solvent of the continuous phase is not soluble in the disperse phase. The fluid properties (Table 2) and the geometry (Fig. 8) are the same as in section 3.3, with the initial radius of the dispersed gas phase $R_0 = 0.5$ mm, so that the domain is filled with gas for $0 \leq r < R_0$ and with liquid for $R_0 < r < R$.

Initially, the gas phase is composed at 100% of B ($c_{A,d} = 0$, $c_{B,d} = \rho_d = 1$ kg/m$^3$), and the liquid phase is at chemical equilibrium with the gas phase ($c_{A,L} = 0$, $c_{B,L} = H_{B_d} \rho_d$). The diffusion coefficient are $D_{A,d} = D_{B,d} = 10^{-4}$ m$^2$/s and $D_{A,c} = D_{B,c} = 10^{-6}$ m$^2$/s. At the outside boundary of the system, the pressure remains constant, the concentration of B is equal to 0 and the concentration of A is equal to $H_{A_d} \rho_d$.

Like in section 3.3, the simulations are performed on a quarter-circle. The domain is represented by a 50 $\times$ 50 uniform Cartesian mesh. All cells containing solid are removed and replaced by rectangular and triangular cells that match the solid boundaries. The final grid contains 1875 cells. The simulation is run with a constant time-step of 1 $\mu$s. We consider four cases, with $H_A = 1.0$, 0.5 and $H_B = 1.0$, 0.5. The evolution of the mass fraction of A and B in the gas phase as well as the evolution of the gas phase radius $R_d$ in each case are plotted in Fig. 14.

We observe that when $H_A = H_B = 1.0$ and $H_A = H_B = 0.5$, the radius of the gas phase remains constant. That is because when $H_A = H_B = H$, the sum of the concentration of A and B in the liquid phase is a constant equal to $H \rho_d$. In this case, the mass transfer fluxes at the interface are exactly opposite, and the volume of gas remains unchanged.

For the two cases when $H_A \neq H_B$, the total mass transfer is equal to zero at $t=0$, since the system is initially at chemical equilibrium, but as component A diffuses toward the centre of the cylinder and component B diffuses away from the centre of the cylinder, the chemical balance is modified and the volume of gas change. When $H_A < H_B$, the gas phase recedes and when $H_A > H_B$, the gas phase grows. In both case, we observe that from $t=0.02$ s to $t=0.1$ s, the slope is maximum and the radius changes almost linearly with time. This is because the fraction of A in the gas phase is still marginal. With increasing time, the composition of the gas phase changes significantly. As the system evolves toward chemical equilibrium for component A, the rate of volume change decreases.

Additional multi-physics need to be included in order to model the full behaviour of the system, such as gas compressibility and pressure/temperature dependent equilibrium constant. This shall be investigated in future.
work.

4.2. Mass transfer during rising of a single-component gas bubble at low Schmidt number

In this section, the impact of the local volume change on the Sherwood number during the rising of a single-component gas bubble at low Schmidt number is investigated. Two cases are considered and the fluid properties are summarised in Table 4. For test case 1, we consider a domain of size $1.2 \text{ cm} \times 2.4 \text{ cm} \times 1.2 \text{ cm}$. A gas bubble of radius $R = 2 \text{ mm}$ is immersed in liquid 1 (Table 4). The E"otv"os number can be calculated using the diameter of the bubble as a reference length and we find $Eo=3$. The Morton number is independent of the bubble size and $Mo=10^{-5}$. For these values, Clift’s diagram describing the shape regime (Clift et al., 1978) predicts an ellipsoidal shape and a Reynolds number around 30. The bubble is initially at capillary equilibrium in the absence of gravity and interface mass transfer, with centre placed at $(0 \text{ cm}, 0.3 \text{ cm}, 0 \text{ cm})$.

For test case 2, the domain considered and the gas bubble are five time larger ($R=10 \text{ mm}$), and the bubble is immersed in liquid 2 (Table 4). The E"otv"os and Morton numbers are 70 and 1.3, respectively. For these values, Clift’s diagram (Clift et al., 1978) predicts a dimpled ellipsoidal-cap shape and a Reynolds number around 10. Again, the bubble is initially at capillary equilibrium in the absence of gravity and interface mass transfer, with centre placed at $(0 \text{ cm}, 1.5 \text{ cm}, 0 \text{ cm})$.

At $t=0$, gravity and interface transfer are “turned on”. The bubble starts rising and shrinking. Note that in both case, the diffusivity coefficient in the liquid phase corresponds to a Schmidt number $Sc=1.0$.

<table>
<thead>
<tr>
<th>Density (kg/m$^3$)</th>
<th>Dynamic viscosity (Pa·s)</th>
<th>Diffusivity (m$^2$/s)</th>
<th>Interfacial tension (mN/m)</th>
</tr>
</thead>
<tbody>
<tr>
<td>Gas 1.2</td>
<td>1.8×10$^{-5}$</td>
<td>0</td>
<td>65</td>
</tr>
<tr>
<td>Liquid 1 1200</td>
<td>0.024</td>
<td>2×10$^{-5}$</td>
<td></td>
</tr>
<tr>
<td>Liquid 2 1200</td>
<td>0.46</td>
<td>3.83×10$^{-4}$</td>
<td></td>
</tr>
</tbody>
</table>

Table 4: Fluid properties for mass transfer for rising of single-component gas bubble at low Schmidt number
Like in section 3.4, symmetry conditions are applied to the plan \( x=0 \) and \( z=0 \), so only a quarter of the bubble is simulated. The other boundary conditions are free-flow. The computational domain is resolved uniformly with 150x300x150 cells. The simulation is run with a constant time-step of 20 \( \mu s \) for case 1 and 100 \( \mu s \) for case 2. For each case, we consider two possible values of \( H \): one with \( H = 0.01 \), so the species is only weakly dilute in the liquid phase, and one with a larger Henry’s coefficient \( H = 0.2 \). Fig. 15 show the evolution of the phase fraction during the simulations and Fig. 16 shows the species dimensionless concentration \( c^* = c / (\alpha + H (1 - \alpha)) \) at the end of the simulation (\( t=0.12 \text{ s} \) for case 1, \( t=0.4 \text{ s} \) for case 2). For \( H = 0.01 \), the bubble deforms as it rises.

For case 1, it reaches an ellipsoidal shape at \( t=0.05 \text{ s} \), and for case 2, it reaches a dimpled ellipsoidal-cap shape at \( t=0.2 \text{ s} \).
The impact of the bubble shape on its total surface is quantified using the shape factor \( Sr \), defined as

\[
Sr = \frac{A_t}{A_{sphere}}. \tag{71}
\]

The shape factor reaches a value of 1.04 for case 1 and 1.38 for case 2. Fig. 17 shows the evolution of the Reynolds number during the simulations. The velocity of the bubble reaches a maximum of 0.155 m/s for case 1 and 0.19 m/s for case 2, which corresponds to Reynolds number \( Re=31 \) and \( Re=9.9 \). For \( H = 0.01 \), the total loss of bubble volume at the end of the simulation is only 6\% for case 1 and 8\% for case 2, so the local volume change has a limited impact on the Reynolds number. The Sherwood number is obtained by computing the mass exchange coefficient \( k \) using Eq. (50). The numerical results are plotted in Fig. 18 and compared to the correlations proposed by Oellrich et al. (1973), with a shape factor correction (Deising et al., 2018)

\[
Sh \cdot Sr = 2 + 0.651 \frac{Pe^{1.72}}{1 + Pe^{1.72}} \quad \text{if } Re \to 0 \text{ and } Sc \to \infty \tag{72}
\]

\[
Sh \cdot Sr = 2 + 0.232 \frac{Pe^{1.72}}{1 + 0.205Pe^{1.72}} \quad \text{if } Re \to \infty \text{ and } Sc \to 0 \tag{73}
\]

We observe that the numerical results are closer to the case \( Re \to 0, Sc \to \infty \), which suggests that Eq. (72) is valid for a larger parameter range. This was previously observed for mass transfer with no local volume change (Bothe and Fleckenstein, 2013; Deising et al., 2018).

For \( H = 0.2 \), the bubble also deforms as it rises but, as gas dissolves in the liquid phase, the volume of the bubble decreases and so the Eötvös number decreases as well. For case 1, \( Eo \) is equal to 1.98 at \( t=0.05 \) s, 1.55 at \( t=0.08 \) s and 1.0 at \( t=0.12 \) s. For these values, Clift’s diagram (Clift et al., 1978) predicts a transition from ellipsoidal to spherical shape, which is observed in Fig. 15. The shape factor \( Sr \) is equal to 1.03 at \( t=0.05 \) s, 1.02 at \( t=0.08 \) s and 1.01 at \( t=0.12 \) s. The total loss of bubble volume at the end of the simulation is 79\%. For case 2, \( Eo \) is equal to 45 at \( t=0.1 \) s, 27 at \( t=0.2 \) s, 13 at \( t=0.3 \) s and 3.3 at \( t=0.4 \) s. For these values, Clift’s diagram (Clift et al., 1978) predicts a transition from dimpled ellipsoidal-cap to ellipsoidal shape and then from ellipsoidal to spherical shape, which is observed in Fig. 15. The shape factor \( Sr \) is equal 1.30 at \( t=0.1 \) s, 1.22 at \( t=0.2 \) s, 1.10 at \( t=0.3 \) s and 1.08 at \( t=0.4 \) s. The total loss of bubble volume at the end of the simulation is 99\%.

Moreover, the bubble velocity decreases as it dissolves. Fig. 17 shows the evolution of the Reynolds number during the simulations. We observe that the bubble does not reach the same maximum Reynolds (\( Re=31 \) for case 1 and \( Re=10 \) for case 2) as for \( H = 0.01 \). Instead, the Reynolds reaches a maximum \( Re=24 \) at \( t=0.04 \) s for case 1 and \( Re=8.9 \) at \( t=0.08 \) s for case 2, and then decreases almost linearly. Fig. 18 shows a comparison between the Sherwood number numerically obtained and the ones obtained from Oellrich correlations (Eqs. (72) and (73)).

Again, we observe that the numerical results are closer to the case \( Re \to 0, Sc \to \infty \). Moreover, the trend of the Sherwood number which decreases as the bubble volume decreases is accurately represented. This suggests that the impact of local volume change on Sherwood number might be accurately described by using the time-dependent Reynolds number in the same integral correlations.

5. Conclusion

In this paper, a novel unified single-field formulation for Volume-Of-Fluid simulation of interfacial mass transfer with local volume changes has been presented. The main focus of this work is a rigorous derivation of the single-field local mass transfer between phases at the interface, which is re-injected in the phase conservation equation. To compute this mass transfer and the local volume change, both convective and diffusive contribution are considered. The single-field formulation couples the mass and momentum transfer via a source term in the pressure equation.
The numerical method is validated by comparison with four test cases. For the first test case, artificial mass transfer is evaluated for a case with infinite Péclet number, and we observed consistency between advection of phase fraction and advection of species concentration in the case of an algebraic VOF method with compression of the interface using the normal C-CST method. For the second and third test cases, analytical solutions of the dissolution of a single-component gas phase into an immiscible liquid solvent in a semi-infinite tube and of the growth of a binary gas phase in an infinite cylinder are considered. For the last test case, we use the semi-analytical solution described by Fleckenstein and Bothe (2015) for the mass transfer across the interface of a rising gas bubble in the creeping flow regime. A very good agreement of the numerical results with the reference solution is obtained in each case. The main weakness of the approach is the first-order accurate discretization of the interface transfer. Additional research is needed to develop a bounded second-order discretization.

The validated approach is first applied to investigate competing mass transfer between two species A and B in an infinite cylinder. The simulation was able to reproduce the direction of the gas/liquid interface motion for various cases where $H_A = H_B$, $H_A < H_B$ and $H_B < H_A$, as well as the impact of total mass fraction in the bubble. In
future work, additional multi-physics such as gas compressibility and pressure/temperature dependent equilibrium constant will be included.

Finally, the method is applied to investigate mass transfer during the rising of a single-component gas bubble at low Schmidt number. Our results suggest that the impact of local volume change on the Sherwood number might be accurately described by using the time-dependent Reynolds number in the same integral correlations.

By comparison with the two-field method presented by Fleckenstein and Bothe (2015), the advantage of the single-field formulation is that it is fully consistent in principles with any algebraic VOF method, as long as the same discretization schemes are applied for all advected quantities. We showed that within a VOF method with compression of the interface, it can be applied on structured and unstructured grids, with comparable results. In future work, our numerical model will be used to investigate dissolution during geological trapping of CO$_2$ in aquifers, for which unstructured grids are essential to capture the complex geometry of the porous media and accurately estimate key parameters such as pore surface area (Graveleau et al., 2017; Soulaine et al., 2017).
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Nomenclature

Variables

<table>
<thead>
<tr>
<th>Variable</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$A$</td>
<td>Area (m$^2$)</td>
</tr>
<tr>
<td>$c$</td>
<td>concentration (kg/m$^3$)</td>
</tr>
<tr>
<td>$D$</td>
<td>molecular diffusivity (m$^2$/s)</td>
</tr>
<tr>
<td>$F$</td>
<td>advective flux (kg/m$^2$/s)</td>
</tr>
<tr>
<td>$f$</td>
<td>interior force (N/m$^3$)</td>
</tr>
<tr>
<td>$g$</td>
<td>gravity acceleration (m$^2$/s)</td>
</tr>
<tr>
<td>$H$</td>
<td>Henry constant</td>
</tr>
<tr>
<td>$J$</td>
<td>molecular diffusion flux (kg/m$^2$/s)</td>
</tr>
<tr>
<td>$k$</td>
<td>mass exchange coefficient (m/s)</td>
</tr>
<tr>
<td>$l$</td>
<td>length (m)</td>
</tr>
<tr>
<td>$n$</td>
<td>normal vector</td>
</tr>
<tr>
<td>$p$</td>
<td>pressure (Pa)</td>
</tr>
<tr>
<td>$r$</td>
<td>radius (m)</td>
</tr>
<tr>
<td>$S$</td>
<td>Stress tensor (kg/m$^2$)</td>
</tr>
<tr>
<td>$t$</td>
<td>time (s)</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity (m/s)</td>
</tr>
<tr>
<td>$V$</td>
<td>Volume (m$^3$)</td>
</tr>
</tbody>
</table>
$w$ interface velocity (m/s)

$\alpha$ phase volume fraction

$\kappa$ interface curvature (m$^{-1}$)

$\mu$ viscosity (Pa.s)

$\Phi$ flux (kg/m$^2$/s)

$\rho$ mass density (kg/m$^3$)

$\sigma$ interfacial tension (N/m)

$m$ mass transfer (kg/m$^3$/s)

**Subscripts**

$\Sigma$ fluid/fluid interface

c continuous phase

comp compressive
d disperse phase

f cell phase

i phase index

j component index

$n$ component n, solvent of continuous phase

r relative

**Abbreviations**

C-CST Compressive Continuous Species Transfer

CICSAM Compressive Interface Capturing Scheme for Arbitrary Meshes

CSF Continuous Surface Force

CST Continuous Species Transfer

DNS Direct Numerical Simulation

FCT Flux Corrected Transfer

FVM Finite Volume Method

HRIC High Resolution Interface Capturing

MULES Multidimensional Universal Limiter with Explicit Solution

NSE Navier-Stokes Equations

NVF Normalised Variable Formulation

PISO Pressure Implicit Sequential Operator

VOF Volume-Of-Fluid
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