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FedPRM: Federated Personalized Mixture
Representation for Driver Intention Prediction

Zhongpan Zhu, Member, IEEE, Shuaijie Zhao, Chuanchuan Chu, Cheng Wang, Aimin Du,
and Bin He, Member, IEEE

Abstract—Driver intention prediction has the potential to
greatly improve the ability of autonomous vehicles (AVs) to
effectively handle risky driving behaviors, thereby ensuring
driving safety. Conventional data-driven approaches for driver
intention prediction models typically involve gathering extensive
driver-related data, which raises significant privacy concerns.
With the development of the Internet of Vehicles (IoV), federated
learning (FL) has emerged as a prominent privacy-preserving
learning paradigm, garnering considerable attention. However,
FL encounters challenges in driver intention prediction due to the
heterogeneity of driver client data and the limited computational
resources of vehicles. To address these challenges, this paper
proposes the FedPMR framework, comprising a computationally
efficient model for predicting driver intentions. Moreover, to
tackle the problem of data heterogeneity, it leverages personalized
mixture representation to provide a personalized model adapted
to the local data distribution of each driver client. We conducted
extensive experiments on the Brain4Cars dataset, achieving an
F1-score of 95.24% and a comprehensive evaluation metric
of 0.9663, exceeding state-of-the-art. The experimental results
demonstrate that the proposed FedPMR effectively addresses the
challenges encountered when applying FL to driver intention
prediction.

Index Terms—Personalized federated learning, Driver inten-
tion prediction, Transformer, Internet of Vehicles.

I. INTRODUCTION

ACCORDING to the National Highway Traffic Safety
Administration, in 2020, over 8 million vehicles were

involved in traffic accidents in the United States, with ap-
proximately 20.4% of the involved vehicles related to lane-
changing or turning behaviors [1]. Despite the aim of L3 and
higher autonomous vehicles (AVs) to achieve fully automated
driving within their operational design domain to reduce traffic
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accidents resulting from driver behaviors [2], [3], [4], extensive
research and development are still necessary for AVs to
function reliably under various conditions for the foreseeable
future [5]. Intervening through AVs to enhance driving safety
is a viable approach. To mitigate risky driving behaviors, AVs
should be capable of predicting driver intentions before the
execution of driving behaviors, thereby providing sufficient
warning time to avoid potential risks [6].

The most extensive research in driver intention predic-
tion focuses on predicting drivers’ intentions regarding lane-
changing and turning behaviors [7],[8]. Some studies utilize
vehicle dynamics [9] or environmental information [10],[11]
to predict drivers’ lane-changing and turning intentions. How-
ever, it is imperative to enhance the early predictive capability
of intentions by incorporating driver-related information [12].
For instance, significant trends in the driver’s head and gaze
movement emerge several seconds before driver behaviors
such as lane-changing [13], implying that both the driver’s
head pose [14] and eye gaze [15], can serve as reliable
indicators of lane-changing and turning intentions. Hence,
some studies integrate driver, driving environment, and vehicle
dynamic information for driver intention prediction [16].

Additionally, owing to the recent advancements in ma-
chine learning, many data-driven methods for driver intention
prediction have been proposed [17], [18]. These endeavors
primarily focus on gathering extensive data from drivers,
driving scenarios, and vehicle dynamics, followed by utilizing
neural networks to learn the mapping from multimodal data
to driver behavior intentions. However, a significant challenge
faced by these approaches in practical applications is the im-
possibility of centrally training models with a large amount of
privacy-sensitive driver data due to regulatory constraints [19].
Therefore, data privacy emerges as a crucial obstacle hindering
the practical application of driver intention prediction.

Federated learning (FL), as a distributed learning paradigm,
can effectively safeguard data privacy [20]. Clients train local
models using their local data and then upload these local
models to a server for aggregation into a global model in
FL settings. Throughout this process, the clients’ original data
remains undisclosed, thus ensuring privacy protection [21]. FL
has been widely applied in the IoV, including driver behavior
recognition [22], steering angle prediction [23], vehicle tra-
jectory prediction [24], and object detection [25]. However,
there is limited research on driver intention prediction based
on FL. In human-related applications, data exhibit high het-
erogeneity, thereby posing a challenge in developing a model
that performs well across different drivers.
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Data heterogeneity refers to the non-independent and identi-
cally distributed (non-IID) data distribution or data imbalance
across different clients, which is one of the critical challenges
in FL [26]. Different drivers possess distinct driving styles
[27], [28], implying that they make different decisions under
identical driving scenarios [29], which is referred to as inter-
driver heterogeneity. In real-world FL settings, driver intention
prediction faces the challenge of data heterogeneity, primarily
due to the inter-driver heterogeneity, which encompasses the
following aspects:

1) Feature skew: Drivers with different driving styles may
respond differently to the same stimuli, resulting in
different characteristic distributions for the same be-
havior, as illustrated in Figure 1. The left side of the
figure displays the average eye gaze behavior of some
drivers before making a left turn in the real-world
dataset Brain4Cars1. It can be observed that during the
same time interval, such as the red time period, the
gaze characteristics of different drivers are noticeably
distinct. Personalized features lead to different character-
istic distributions for the same behavior among drivers,
potentially diminishing the performance of aggregated
global models.

2) Quantity skew: There exists an imbalance in the quantity
of data among different drivers in the local datasets. As
depicted in Figure 1, the right side illustrates the dis-
tribution of data for different drivers in the Brain4Cars
dataset, indicating that some drivers face data scarcity
issues. Imbalanced data quantity can lead to instability
in the training process.

Additionally, within the Internet of Vehicles (IoV), different
vehicles have varying computational resources, making it nec-
essary to develop computationally efficient models to reduce
computational complexity.

Feature Skew Quantity Skew

Right gaze

Left gaze 1.0

0.0

-1.0
0-149

C
la

ss
 L

ab
el

s

Drivers
driver1 driver2 driver3 driver4 driver5 driver6 driver7 driver8

1

2

3

4

5

Time

Fig. 1. Challenges of Data Heterogeneity in driver intention prediction. The
left side of the figure illustrates the Feature Skew in the Brain4Cars dataset,
where the horizontal axis represents time, and the vertical axis represents
the direction and degree of the driver’s eye gaze. Positive values indicate
leftward gazes, while negative values indicate rightward gazes. On the right
side, the Quantity Skew is displayed, with the horizontal axis representing
individual drivers and the vertical axis representing driving behaviors ranging
from driving straight to left lane change, left turn, right lane change, and right
turn.

To address these challenges, we propose the federated
personalized mixture representation framework (FedPMR).
Specifically, the framework comprises a computationally effi-
cient driver intention prediction model, which effectively fuses

1http://brain4cars.com/#about

multivariate time series through convolution and transformer
encoder, For brevity, we refer to the Multivariate Time Se-
ries Convolution-Transformer model as MTSCT. Personalized
mixture representation resolves the issue of data heterogeneity
by learning a local mixture model for each client. In detail,
firstly, the driver clients adaptively mix the global and local
models based on layer-wise coefficients according to local
objective functions to obtain the premixing global model.
Subsequently, the premixing global model is further mixed
with local models using a time-dependent coefficient to acquire
the final personalized local models. Moreover, to prevent
deviation of mixture models from the global model during
local training, we introduce the Maximum Mean Discrepancy
(MMD) loss to align global and local features. Our contribu-
tions are summarized as follows:

1) We propose a novel framework, FedPMR, for predicting
five driver behavior intentions. This framework effec-
tively addresses the data heterogeneity issue in driver
intention prediction while ensuring privacy protection.

2) The framework introduces the computationally efficient
MTSCT. It leverages convolution and transformer en-
coder architectures to effectively capture the correlations
across time steps and between variables. Additionally,
the incorporation of absolute and relative position en-
codings effectively reduce network parameters while
maintaining prediction performance.

3) The FedPMR framework employs personalized mix-
ing representations, utilizing gradient-based methods to
adaptively mix global and local models according to the
local data distribution. The approach allows the mixing
model to retain both global and local representations,
thereby achieving personalization.

4) We conducted extensive experiments on the open dataset
Brain4Cars to evaluate FedPMR, achieving an excellent
F1-score of 95.24%. Additionally, through comparisons
with other state-of-the-art (SOTA) FL algorithms and
ablation experiments, we demonstrated the effectiveness
of our proposed algorithm in addressing the data hetero-
geneity issue in driver intention prediction.

The remainder of this article is organized as follows. Sec-
tion II introduces the related work. Section III formulates
the problem and the FedPMR’s design. Section IV presents
experimental setup and evaluation of the FedPMR . Finally,
Section V concludes this article.

II. RELATED WORKS

In this section, we introduce related studies about driver
intention prediction and statistical heterogeneous FL.

A. Driver Intention Prediction

Vehicle dynamics serve as predictive indicators for up-
coming behavior and also describe the behavior itself, while
the driving environment can influence whether driver inten-
tions occur. Driver information such as head movements and
eye gaze can predict imminent driver behaviors [30]. Some
studies integrate vehicle dynamics and driving environment
information to predict driver intentions [31], [32], [33]. While
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these works have made significant contributions, there is
an opportunity to enhance predictive capabilities by further
considering the role of driver information. [30], [34], [35],
[36].

Jain et al. [16] released the first publicly available dataset
for driver intention prediction, called Brain4Cars. The dataset
includes information about the driver, the driving environment,
and vehicle dynamics, covering five common driving behav-
iors. Additionally, they proposed the Autoregressive Input-
Output Hidden Markov Model (AIO-HMM), which models
the interaction between drivers and vehicles by placing driver
and vehicle features at different model layers.

Subsequently, Jain et al. [37] utilized Long Short-Term
Memory (LSTM) to capture long-term dependencies among
multivariate time-series features such as driver head move-
ments, lane markings, GPS, and vehicle speed. In addition to
the driver’s head movement information, Tonutti et al. [18]
further extracted visual cues from the driver and employed an
LSTM-GRU model to fuse multivariate time-series features.
To overcome the shortcomings of Recurrent Neural Network
(RNN), which is only able to use the backward information to
make a prediction, Xing et al. [38] proposed BiERNN based on
ensemble learning. The bidirectional structure in the network
can consider the interaction of forward and backward infor-
mation, thus incorporating more contextual information at the
current time step and enhancing prediction performance. Zhou
et al. [39] modeled driver intention prediction as a combination
of data model and cognitive model. They introduced a time-
delay module into BiLSTM to simulate the visual inertia of
drivers.

In addition to RNN methods, Yang et al. [40] utilize
CNN to capture the correlations between features and local
temporal dependencies. However, due to the local nature
of convolutional operations, CNN struggles to capture long-
term temporal dependencies in time series data. Consequently,
Bonyani et al. [41] leverage DenseNet121 to extract spatial
features of drivers and driving environments, while LSTM
is utilized to capture their temporal dependencies. Finally,
the spatial and temporal features are fused to predict driver
intentions.

Recently, the transformer architecture [42] has relied on
self-attention mechanisms, enhancing its ability to capture
contextual relationships effectively. This capability is particu-
larly crucial for enhancing the predictive abilities, especially
in terms of early prediction, of intention prediction models.
Liu et al. [43] employ transformer for predicting drivers’ lane
change intentions, which exhibits advantages over methods
such as CNN and LSTM. Ma et al. [44] introduce a Cross-
View Episodic Memory Transformer, named CEMFormer,
which effectively fuses spatio-temporal features from driver
and driving environments, achieving promising performance
on the Brain4Cars dataset.

However, these methods require the acquisition of a large
amount of driver-related information for central training,
leading to serious data privacy concerns. FL, on the other
hand, enables the development of high-performance intention
prediction models while preserving data privacy. In addition,
personalized FL can take into consideration the characteristics

of drivers, tailoring a personalized model for each driver.

B. Federated Learning on Statistical Heterogeneity

Research has indicated that data heterogeneity can degrade
model performance in FL [45]. Even when local models have
the same initial global model, the different distributions of
local data may cause them to converge in different directions,
resulting in local optima rather than the global optimum.

Regularization methods ensure the convergence of FL meth-
ods under heterogeneous conditions by adding penalty terms
to the local objective functions to regularize local training.
FedProx [46] introduces a prox term into the local objective
function to measure the difference between local model pa-
rameters and global model parameters, thereby regularizing the
update of local models. FedDANE [47] and SCAFFOLD [48]
further utilize the discrepancy between the update directions
of local and global models as control variables to correct the
drift during client training.

Personalization methods have also received extensive atten-
tion in addressing the heterogeneity in FL [49]. Per-FedAvg
[50] introduces Model-Agnostic Meta-Learning (MAML) into
FL to train an initial shared model, aiming to obtain a per-
sonalized model by performing one or a few steps of gradient
descent with respect to their own data. FedRep [51] separately
learns shared representations at the base of the model and
personalized representations at the head of the model, thereby
obtaining a local personalized model. FedPAC [52] achieves
flexible classifier collaboration through client-specific linear
combination by solving a quadratic programming problem.
FedAMP [53] focuses on the aggregation process at the
server, computing the similarity matrix of client models to
individually aggregate personalized global models for different
clients.

In driver-related applications, the drivers’ behaviors are
strongly influenced by personal habits, emotions, and other
factors, resulting in highly heterogeneous data [54]. Many FL
studies related to driver tasks address data heterogeneity issues
from the perspectives of regularization and personalization
[55], [56]. Doshi et al. [22] utilized the softmax probabilities
of the global model to prevent local models from deviating
too much from the global model. Yuan et al. [57] proposed
a general FL framework called FedTOP for driver monitoring
tasks, which integrates transfer learning, ordered dropout, and
personalized modules to address heterogeneity, communica-
tion overhead, and security issues. Du et al. [58] clustered
drivers based on lane-changing parameters using K-Means,
followed by individually aggregating lane-changing prediction
models for each cluster to achieve personalization. Yuan et al.
[59] proposed a peer-to-peer FL framework that incorporates
continual learning and gossip protocols, enabling personalized
models without any additional processing.

III. METHODOLOGIES

A. Problem Statement

In this study, the purpose of applying FL is to obtain high-
performance driver intention prediction models while preserv-
ing driver data privacy. The task of driver intention prediction
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within the FL framework typically involves a server and driver
clients. Consider a driver set D = {d1, d2, ..., dK} containing
K driver clients, where each driver client di has a local dataset
Di containing private data, Di = {(xj , yj)}|Di|

j=1 , where xj and
yj represent the data sample and its corresponding label, and
|Di| denotes the total number of samples in the local dataset
Di. We utilize li(w; (xj , yj)) to represent the loss generated by
the global model w on the randomly sampled data from Di.
Therefore, Li(w;Di) = E(xj ,yj)∈Di

[li(w; (xj , yj))] denotes
the empirical risk of the global model w with respect to the
local dataset Di. Driver intention prediction based on FL aims
to address the following empirical risk minimization problem:

argmin
w∈Rd

K∑
i=1

|Di|
|D|
Li(w;Di) (1)

where w ∈ Rd represents the parameters of the global model,
|D| denotes the total number of samples across all driver
clients.

The implicit assumption in Equation (1) is the ability to
find a global model w that simultaneously adapts to the data
distributions of all driver clients. However, in the real world,
the assumption does not always hold due to the presence of
data heterogeneity [60]. This implies that the global model w
may perform poorly on the local dataset of a certain driver
client. In contrast, the objective of personalized FL is to train
a personalized model wi for each driver client di, so that wi

performs well on its local dataset Di. Therefore, Equation (1)
can be rewritten as:

argmin
W={w1,...,wK}

K∑
i=1

|Di|
|D|
Li(wi;Di) (2)

where W = {w1, . . . , wK} represents the set of personalized
models for K driver clients.

Equation (2) indicates that instead of individually finding a
single global model w to adapt to the data distributions of
all driver clients, we aim to find a set of K personalized
models. These personalized models can effectively adapt to
the data distributions of local clients, thereby addressing the
issue of data heterogeneity. In addition to data heterogeneity,
FL in the IoV scenarios also requires consideration of the
local computational resources of driver clients. This is due
to the variability in computational resources among different
vehicles in the IoV scenario. Therefore, it is necessary to de-
velop a high-performance and computationally efficient driver
intention prediction model.

B. Proposed Solution

Based on the problem statement, we propose an effective
framework named FedPMR to address the challenges. Firstly,
for the driver intention prediction task, the data across different
drivers is non-IID. Each driver holds data that does not fully
represent the global data distribution. Therefore, personalized
FL is required to obtain models that adapt to local data distri-
butions. Secondly, considering the computational resources of
vehicles in the IoV, it is essential to design computationally
efficient driver intention prediction models.

As illustrated in Figure 2, the pipeline of the framework can
be described in the following steps:

1) In the global iteration t, the participating driver clients
receive the global MTSCT, wt, sent by the server.

2) The driver client di performs the first aggregation of wt

and wt−1
i using personalized mixture representation to

obtain the mixture model wt
i and then tests wt

i on the
test dataset.

3) After conducting local training using wt
i and Di, the

driver client di sends wt
i to the server.

4) The server conducts the second aggregation using the
received local models:

wt+1 =

|St|∑
i=1

|Di|
|DSt |

wt
i (3)

where |St| = max(⌊Jr ∗K⌋ , 1) represents the number of
driver client participants in global iteration t, DSt represents a
subset composed of driver clients participating in the training,
|DSt | denotes the total number of samples in the dataset of
driver client participants involved in global iteration t.

Repeat steps 1) to 4) until the global iteration t reaches the
predefined maximum global iterations.

1) Personalized Mixture Representation: The aim of per-
sonalized mixing representation is to mitigate the challenge of
data heterogeneity by deriving personalized models through
the mixing of global and local model parameters. For con-
ventional FL methods, when the driver client di receives the
global model wt, it directly overwrites the local personalized
model wt−1

i with wt. However, in personalized FL, instead of
directly overwriting wt−1

i with wt, it is preferable to retain
some personalized representations of the local model [61].
Therefore, we propose personalized mixing representation,
which involves mixing the local model wt−1

i with the new
global model wt in a personalized manner, ensuring that
the mixture model possesses both global and personalized
representations.

To achieve the personalized mixing representation, we in-
troduce a layer-wise pre-mixing approach. First, we utilize a
portion of local data to finetune the pre-mixing model. The
objective is to ensure that the pre-mixing model can adapt to
the local objective function without compromising too much of
the global representation. By introducing implicit constraints
from the local objective function, we aim to limit the deviation
of mixture models, thereby enhancing the stability of the
training process. The layer-wise pre-mixing is defined as
follows:

w̃t
i = wt−1

i ⊙ (1− φi) + wt ⊙ φi (4)

where φi represents the layer-wise mixing coefficient, with
the same mixing coefficient applied to the models within the
same layer. w̃t

i is the pre-mixing model in the global iteration
t, and ⊙ denotes the Hadamard product.

We initialize φi to ones in the initial stage of FL, then
update it using a gradient-based method [62] to obtain new
φi based on the old values. In each global iteration, when the
local driver clients receive the global model wt, they randomly
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Overall Framework of FedPMR
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Fig. 2. The overall framework of FedPMR. FedPMR comprises four steps: (1) Driver clients receive the global MTSCT. (2) Driver clients perform the first
aggregation using a two-stage personalized mixture representation. (3) Driver clients conduct local training on the mixture model and then send the model to
the server. (4) The server performs the second aggregation, i.e., global aggregation, after receiving models from the driver clients.

select samples from Di according to s, denoted as Dt,s
i , and

update φi:

φi = clip(φi − η▽φi Li(w̃
t
i ;D

t,s
i ), 0, 1) (5)

where clip(·) denotes the clipping function, which confines
φi within [0, 1], η represents the learning rate of the layer-
wise mixing coefficient, s indicates the proportion of selected
samples to the local dataset samples, ▽φi

Li(w̃
t
i ;D

t,s
i ) =

(wt − wt−1
i ) ⊙ ▽w̃t

i
Li can be derived from the chain rule

according to Equation (4).
Equation (4) and Equation (5) indicate that φi can adap-

tively adjust according to the objective function, thereby
enabling the pre-mixing model w̃t

i to approach the local
objective function. Meanwhile, the variation of φi throughout
the entire training process is small, implying that the global
representations dominate the pre-mixing model. After receiv-
ing w̃t

i , the driver client di further mixs the pre-mixing model
with the local model based on a time-dependent coefficient.
Consequently, the local initial model in the global iteration t
can be expressed as:

wt
i = wt−1

i µt
i + w̃t

i(1− µt
i),

µt
i = µ

t

2Tmax

(6)

where, µt
i represents the time-varying mixing coefficient, µ

denotes the macro coefficient controlling µt
i, Tmax is the

maximum global iteration.
However, for Equation (6), it essentially performs a moving

average on the local mixture model. To prevent the model from
being trapped in a local optimum, we incorporate the MMD
loss into the objective function to align the global and local
features, thereby supervising the training process of the local
mixture model:

LMMD,i(w
t
i , w

t;Di) =

∥∥∥∥∥∥ 1

|Di|

|Di|∑
j=1

Φ(ht
j)−

1

|Di|

|Di|∑
j=1

Φ(ht
i,j)

∥∥∥∥∥∥
2

H
(7)

where, ht
i,j and ht

j represent the intermediate representations
of the local model and global model for the sample xj ,
respectively, Φ(·) denotes a feature mapping that transforms
input data into a Reproducing Kernel Hilbert Space.

Therefore, the final loss function and the federated empirical
risk minimization can be represented as follows:

Ltotal,i = (1− λ)Li + λLMMD,i (8)

argmin
W={w1,w2,...,wK}

K∑
i=1

|Di|
|D|
Ltotal,i (9)

where λ represents the weight of the loss item.
The overall description of the FedPMR is presented in

Algorithm 1, while the description of personalized mixture
representation is outlined in Algorithm 2.

2) Driver Intention Prediction Model in FL: Our objective
is to design a high-performance and computationally efficient
driver intention prediction model to address the constraints
of limited computational resources in vehicles in IoV. We
regard driver intention prediction as a multivariate time series
classification task, considering a dataset D = {(xj , yj)}|D|

j=1,
xj = [xj,1, ..., xj,L]

T represents a multivariate time series
of dimension M with a time step of L, and xj ∈ RL×M .
yj ∈ {1, ..., c} denotes the behavior occurring at the last
moment of the time series xj , c represents the behavior
label. The objective of the MTSCT network is to provide
intention prediction results for each second given the input
xj , represented as yj,pre = [yj,1, ..., yj,S ]

T , yj,t ∈ {1, ..., c},
and S is the total length of prediction, measured in seconds.

We introduce a convolutional and Transformer-based driver
intention prediction model, designed for effectively modelling
the correlations across time steps and between variables in
multivariate time series. Specifically, we introduce time series-
specific absolute positional encoding and relative positional
encoding, which substantially reduce the model’s parameters
while maintaining performance, thereby enhancing computa-
tional efficiency.
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Algorithm 1: FedPMR Algorithm

Input: w0: initial global model, Tmax: max global
iteration, K driver clients, Jr: join ratio, α:
local learning rate, λ: loss weight, η: the local
learning rate in PRM, µ: a macro momentum
that controls the change of µt

i, s: the sampling
rate for Di.

Output: Personalized models: {w1, . . . , wK}.
1 Server initializes:
2 Server sends w0 to di, i = 1, . . .K.
3 Driver clients initialize:
4 Driver clients initialize φi to ones, i = 1, . . .K.
5 for global iteration t = 1, ..., Tmax do
6 St ← Server randomly samples a subset of driver

clients with respect to Jr.
7 Server sends wt to di ∈ St.
8 for each di ∈ St in parallel do
9 di obtains wt

i for testing and training in the
global iteration t using PMR.
wt

i ← PMR(wt, t, η, µ, s%).
10 wt

i ← LocalTraining(wt, wt
i , λ, α).

11 end

12 Server aggregates wt
i as wt+1 ←

∑|St|
i=1

|Di|
|DSt |w

t
i .

13 end
14 Function LocalTraining(wt, wt

i , λ, α):
15 for local epoch i = 1, ..., E do
16 di calculates Ltotal,i according to

Equation (8).
17 di updates the local model using gradient

descent wt
i ← wt

i − α▽Ltotal,i.
18 end
19 return wt

i to server.
20 end

Algorithm 2: Personalized mixture representation
(PMR)

Output: personalized mixture representation wt
i

1 Dt,s
i ← di randomly samples s% of local data from
Di.

2 di updates φi using gradient-based methods on s% of
local data according to Equation (5)

3 di obtains w̃t
i through the updated ϕ according to

Equation (4).
4 di obtains the wt

i used for testing and training in the
global iteration t, according to Equation (6).

5 return wt
i

Our MTSCT network, as illustrated in Figure 3, is primarily
composed of two parts. The first part is the convolutional
network, designed to capture local features in time and vari-
ables through two layers of convolutional operations. The
second part is a transformer encoder that relies solely on
self-attention mechanisms without involving convolutional or
recurrent mechanisms. The self-attention mechanism, by map-

ping input queries and key-value pairs to an output, endows
the transformer with global effective receptive fields, enabling
effective capture of long-term dependencies in time series and
providing richer contextual information.

The transformer encoder used in our work is similar to
the original one [42] but has been modified for improved
temporal modeling and computational efficiency in multi-
variate time series classification tasks. The original absolute
positional encoding was primarily used for language tasks,
which typically involve high-dimensional input embeddings,
such as 512 or 1024 dimensions. However, for the driver
intention prediction task, the input dimension is only 17. High-
dimensional embeddings lead to a significant increase in model
parameters, posing a higher risk of overfitting and increasing
computational complexity. Therefore, we referred to [63] and
made modifications to the absolute positional embedding. The
input embedding first maps xj to ej = [ej,1, ..., ej,L]

T
, ej ∈

RL×dmodel .Subsequently, we augment ej with an absolute
positional embedding tailored for multivariate time series:

ej,i = ej,i + pi (10)

pi(2k) = sin(iωk), pi(2k + 1) = cos(iωk),

ωk =
10000

−2j
dmodel · dmodel

L

(11)

where i represents the i-th time step in sequence ej , and the
range of k is

[
0, dmodel

2

]
.

By introducing the input sequence length L and the in-
put embedding dimension dmodel into the original absolute
position encoding: ωk = 10000

−2k
dmodel , the problem of input

embedding vector similarity caused by the reduction in em-
bedding dimension can be effectively reduced. In this paper,
after modifying the absolute position embedding, the input
dimension can be reduced from the original dmodel = 512 to
dmodel = 32 without compromising model performance.When
using dmodel = 32 the number of parameters in MTSCT is less
than 1M. The improvement in computational efficiency can
be described as the ratio of the number of model parameters
after introducing absolute position embedding to the number
of parameters using the original transformer encoder.

computation ↓≈ w

woriginal
≈ 20.1 (12)

where w represents the use of absolute positional embedding
for time series, woriginal represents the use of the original
transformer encoder.

Additionally, we introduce the relative positional embed-
ding. Relative position embedding aims to encode the relative
distances between any two elements in the input sequence into
vectors, which are then embedded into the self-attention mech-
anism to capture the relative distance information between
elements of different time steps within the same sequence. The
relative position embedding strategy can facilitate interaction
among queries and keys, enabling the model to effectively
focus on relevant contextual information.

The embedding ej , once processed with absolute po-
sitional embedding, is mapped through the self-attention
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mechanism with relative positional embedding to zj =

[zj,1, ..., z,jL]
T
, zj ∈ RL×dv .

zj,i =

L∑
k=1

γik(ej,kW
V ) (13)

Each weight coefficient γik is computed by the softmax
function:

γik = softmax(
(ej,iW

Q)(ej,kW
K)T√

dk
) + rpik (14)

where ej,i, ej,k ∈ Rdmodel , zj,i ∈ Rdv , WQ,WK ∈
Rdmodel×dk , WV ∈ Rdmodel×dv are parameter matrices of the
self-attention mechanism, dmodel is the dimension of xj after
input embedding, dk = dv = dmodel/h, and h is the number of
heads, rpik represents the learnable relative distance parameter
between two time points i and k in sequence ej .

In the result, the output of the encoder is processed through
fully connected layers to obtain the ultimate output. It’s worth
noting that, to prevent the utilization of future information
for predicting future intentions, we utilize causal convolutions
to capture local temporal features and incorporate a mask
mechanism into self-attention.

IV. EXPERIMENTS

In this section, we primarily evaluate the performance
of FedPMR on the Brain4Cars dataset. Firstly, we describe
the data preprocessing and feature extraction procedures.
Secondly, we outline the experimental setups, including the
comparison baselines, implementation details, and evaluation
metrics. Thirdly, we compare the performance of FedPMR
with other baseline methods on the Brain4Cars dataset. Finally,
we conduct ablation experiments to demonstrate the contribu-
tions of each component within FedPMR.

A. Dataset Processing and Feature Extraction
1) Dataset Processing: We employ the Brain4Cars dataset

to evaluate our FedPMR, which serves as a benchmark for
predicting driver behavior [16]. The Brain4Cars dataset com-
prises 594 samples, each containing a video capturing the
driver’s face, as well as a video capturing the forward driving
environment. Additionally, supplementary data is provided,
including information on lane positioning, road structures,
and vehicle speed. Each sample corresponds to a specific
behavior label, which is observed at the end of the sample.
Figure 4 illustrates examples of driver facial videos and driving
environment videos from the dataset. Each sample is associ-
ated with a behavioral label, corresponding to the behavior
observed at the end of the video. The dataset comprises
five driving behaviors, denoted as M = {straight, left lane
change, right lane change, left turn, right turn }. Due to
incomplete video data, samples with durations less than 2
seconds are filtered out, resulting in 545 remaining samples.
The distribution of samples for each behavior is as follows:
straight=225, left lane change=117, right lane change=104,
left turn=57, right turn=42 . Furthermore, considering the
inter-driver heterogeneity in FL, we treat individual drivers
as clients, resulting in a total of 8 driver clients.

2) Feature Extraction: After dataset preprocessing, we
followed the feature extraction pipeline proposed by Jain
et al. [37], with modifications to certain feature extraction
methods to extract more informative features. Specifically, for
facial videos of drivers, we focused on extracting features
related to head motion and eye gaze. Features related to lane
markings and road artifacts were extracted from the driving
environment videos. Additionally, vehicle speed features were
derived from vehicle dynamics. These extracted features were
then concatenated to create a multivariate time series, serving
as the input to the network.

Head motion features: We extract horizontal and angular
motion of the driver’s head and represent them using his-
tograms. In detail, we first utilize Mediapipe Face Mesh to
extract 468 facial landmarks in each frame. Subsequently, we
refine 102 stable landmarks for the extraction of horizontal
motion and angular features. Horizontal motion of the head is
represented as the difference in the horizontal coordinates of
landmarks between consecutive frames: dpx = px,t − px,t−1,
The angular motion of the head is then represented by dpa =
arctan2(dpy, dpx). Following that, we bin the horizontal and
angular motions of all facial landmarks in each frame into
[−∞,−5.0,−2.5, 0, 2.5, 5.0,+∞] and

[
−π,−π

2 , 0,
π
2 , π

]
, re-

spectively. Furthermore, we employ the yaw and roll features
from the head pose, as the pitch angle showed weak cor-
relation with driver lane-changing or turning behaviors after
variance analysis. The head motion features and Euler angle
features yield a feature vector xface ∈ R11.

Eye gaze features: We have also incorporated the driver’s
eye gaze information. Leveraging L2CS-Net [64], we extracted
the driver’s gaze direction and scaled the horizontal and
vertical components of gaze direction on the image plane to
[−1, 1], yielding a feature vector xeye ∈ R2.

Driving scenario and vehicle dynamic features: We ex-
tracted lane markings and road infrastructure features from the
driving scenario, while vehicle dynamics primarily provided
the vehicle speed feature. Lane markings are represented by
two binary features indicating the presence of lane markings
on the left and right sides of the vehicle. Additionally, a binary
feature is used to denote the presence of intersections within
15 meters in front of the vehicle. Finally, we scaled the vehicle
speed to [−1, 1] to represent the vehicle speed feature. In
total, we obtained xscenario ∈ R3 and xvehicle ∈ R1, and
concatenating all feature vectors yielded a multivariate time
series x ∈ R17 with a sequence length of 150, equivalent to 6
seconds, serving as the final input to the network.

B. Experiment Setups
1) System Level Assumptions: FedPMR aims to address

the data heterogeneity and limited computational resources
in IoV. Therefore, we assume that the FedPMR framework
operates under reliable and stable network connections and
employs secure communication protocols. For driver intention
prediction, we concentrate on evaluating the performance of
MTSCT for specific behaviors such as left lane change, right
lane change, left turn, and right turn. Straight driving is
considered a default behavior and thus is excluded from the
evaluation metrics calculations.
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Fig. 3. The Model Architecture of MTSCT. Embed layer 1 and 2 utilize convolutional networks to capture the temporal and variable correlations of multivariate
time series, followed by an encoder to provide rich contextual information. To prevent the exploitation of future information for future prediction, we employ
casual convolution in embed layer 1 and introduce a mask mechanism in self-attention. Additionally, to achieve a computationally efficient driver intention
prediction model, we introduce an absolute position encoding for time series.

Fig. 4. Examples of driver behaviors in the Brain4Cars dataset. Each sample
consists of facial videos of the driver, forward driving environment videos,
as well as additional vehicle dynamics and GPS information. The additional
information is not depicted in the figure. From top to bottom in the figure
are examples of left lane change, left turn, right lane change, and right turn,
respectively.

2) Baselines: To demonstrate the effectiveness of the pro-
posed method, we compare FedPMR with the Central method,
as well as the following SOTA FL algorithms addressing
heterogeneity.

1) FedProx [46]: The hyperparameter µ in FedProx controls
the weight of the proximal term. Following the recom-
mendation by the authors, we set the µ to 0.1.

2) Per-FedAvg [50]: We utilize first-order Per-FedAvg and
set both the inner and outer learning rates to 0.006.

3) FedRep [51]: We set the final fully connected layer of

MTSCT as the personalized layer, while the remaining
layers serve as shared layers, and set the learning rate
to 0.006.

4) FedAMP [53]: FedAMP incorporates a proximal term
similar to that used in FedProx. We set α and λ to 1.0
and 0.1, respectively.

5) Central : The MTSCT is trained on all training samples
collected on a server.

3) Implementation Details: All FL methods employ the
same MTSCT network. For the MTSCT network, we set
dmodel = 32, h = 8. In the FL settings, each driver is treated
as a client, with 80% of the local data randomly selected
as the training dataset and 20% as the testing dataset. The
default global iteration Tmax = 150, local epoch E = 5, local
Batchsize is 32, λ = 0.9, η = 1.0, µ = 0.9, s% = 80%. For
central training, we randomly select 80% of the total data as
the training dataset and 20% as the testing dataset.The epochs
for central training are also set to 150, with a Batchsize of
32. Both central training and FL training use Radam updates,
with local learning rate α = 0.006, β1 = 0.9, β2 = 0.999,
ϵ = 1e−8. All code is implemented in PyTorch and trained on
an Nvidia Quadro RTX 4000 GPU.

4) Evaluation Metrics: For driver intention prediction, eval-
uating the model solely based on F1-Score is insufficient, as
the model’s ability to predict intentions in advance is equally
crucial. The earlier the correct prediction of driver behav-
ior, the better AVs can assist drivers in handling dangerous
driving scenarios. Therefore, it is necessary to combine the
F1-Score with the model’s ability to predict intentions in
advance to comprehensively evaluate the model’s performance.
We employ the following metrics: 1) F1-score to evaluate
the model’s performance, 2) Time to Maneuver (TTM) to
assess the model’s ability to make early correct predictions,
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3) Comprehensive Evaluation Metric, which integrates both
F1-score and TTM, denoted as FTM. Additionally, accuracy
is used to monitor the training process, including convergence
and stability.

We followed the evaluation method proposed by Jain et
al. [37], where straight driving is excluded when calculating
Precision and Recall because the algorithm’s default prediction
output is straight driving. We set the prediction threshold to
Pth = 0.9. Specifically, if MTSCT’s predicted probabilities
for all behaviors at the t-th second are less than Pth, MTSCT
defaults to outputting the result as straight driving.

To compute F1-Score, we first calculate the following
parameters for each behavior m ∈M: 1) TPm: the number of
instances of behavior m correctly predicted by the MTSCT, 2)
Pm: the number of times the MTSCT predicts m, and 3) Rm:
the total number of instances of behavior m. Then, Precision,
Recall, and F1-score are calculated as follows:

Precision =
1

|M| − 1

∑
m∈M−{straight}

(
TPm

Pm
),

Recall =
1

|M| − 1

∑
m∈M−{straight}

(
TPm

Rm
),

F1-score =
2× Precision×Recall

Precision+Recall

(15)

We first define tbefore as the prediction lead time when the
predicted behavior actually occurs. Subsequently, we calculate
the average tbefore for all samples correctly predicted by the
MTSCT excluding straight driving as TTM:

tbefore = tend − tprediction,

TTM =
∑

m∈M−{straight}

TPm∑
i=1

tbefore,i
TPm

(16)

where, tend represents the time when the behavior of a
sample occurs, typically at the end of the sample. tprediction
denotes the time when the predicted behavior matches the
actual behavior. Driving straight is excluded because it is the
default prediction behavior if the model is not confident about
other maneuvers.

Finally, to comprehensively evaluate the algorithm based
on both F1-score and TTM, we refer to [39] and adopt the
comprehensive evaluation metric, denoted as FTM:

FTM = F1-score× (
TTM

3.6
)ρ,

ρ =

{
1.0 if TTM < 3.6seconds

0.1 else

(17)

Additionally, we introduce standard Accuracy as a metric
to show the FL training process.

C. Performance Comparison

1) Comparison with other central methods: Table I presents
the comparison results between our FedPMR with other central
methods. It can be observed that our FedPMR outperforms

other methods in terms of F1-Score and TTM. Compared with
the SOTA algorithm Predictive-Bi-LSTM-CRF, our central
method achieves an F1-Score of 94.23%, which is higher
than 93.6%. Additionally, the TTM of our central method
is 4.28s, enabling it to predict the driver’s intention 0.18s
earlier on average than Predictive-Bi-LSTM-CRF. We attribute
this to two aspects: (1) We have incorporated eye gaze
features. Visual attention is closely associated with early-stage
observations, such as checking rearview mirrors and blind
spots, when forming intentions for lane-changing or turning.
Therefore, incorporating eye gaze information helps improve
the accuracy of predictions. (2) Our MTSCT network utilizes
a transformer encoder. The self-attention mechanism in the
encoder effectively captures long-term dependencies in the
time series. Additionally, the wide receptive field provides
richer contextual information. Therefore, our network has an
advantage over LSTM networks in terms of early prediction.
Moreover, we introduce an absolute position encoder for time
series, effectively reducing the number of network parameters
and preventing overfitting.

FedPMR has achieved results with an F1-Score of 95.24%,
TTM of 4.16s, and FTM of 0.9663, even outperforming the
central approach in terms of FTM. This implies that FedPMR
can effectively address data heterogeneity issues. FedPMR
can provide a personalized model adapted to the local data
distribution for each driver, effectively addressing challenges
such as the limited size of the Brain4Cars dataset and inter-
driver heterogeneity. As a result, it achieves superior FTM
compared to central training.

TABLE I
COMPARISON RESULTS BETWEEN FEDPMR AND CENTRAL TRAINING

METHODS ON THE BRAIN4CARS DATASET.

Method All manoeuvers
Prec.(%) Recall(%) F1-Score(%) TTM(s) FTM

AIO-HMM 90.5 87.4 88.9 3.16 0.7273
FRNN-EL 84.5 77.1 80.6 3.58 0.8018

DCNN 91.8 92.5 92.1 3.76 0.9225
LSTM-GRU 92.3 90.8 91.3 3.98 0.9247

Predictive-Bi-LSTM-CRF 92.4 94.7 93.6 4.10 0.9483
Central (ours) 94.37 94.34 94.23 4.28 0.9586

FedPMR (ours) 99.04 92.00 95.24 4.16 0.9663

2) Comparison with other FL methods: We compared
FedPMR with other FL methods addressing data heterogeneity.
It is worth noting that due to the limited number of samples
in the Brain4Cars dataset, during each global iteration, driver
clients conduct tests on their local datasets using the received
global model and upload the raw test results to the server,
which then computes the final results. For FedPMR, personal-
ized mixed representation are conducted before local testing.

Influence of different Join Ratio: Considering the commu-
nication stability issues in the IoV scenario. we adjust Jr
to demonstrate the performance of FedPMR under unstable
connectivity conditions. Jr represents the proportion of driver
clients participating in training in each round to the total
number of driver clients. Specifically, Jr = 0.2, 0.4, 0.8, 1.0
respectively represent 1, 3, 6, and 8 driver clients participating
in training in each global iteration. Table II illustrates the
performance of these methods in terms of F1-Score, TTM, and
FTM at different client selection rates. Firstly, it can be clearly
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(a) (b)

(c) (d)

Fig. 5. The testing accuracy and convergence behavior of FedPMR compared
with other FL methods addressing heterogeneity on the Brain4Cars dataset in
various Jr settings. (a), (b), (c), and (d) respectively represent Jr=0.2, 0.4,
0.8, and 1.0.

TABLE II
COMPARISON RESULTS BETWEEN FEDPMR AND FL TRAINING METHODS
ON THE BRAIN4CARS DATASET WITH DIFFERENT JOIN RATIO SETTINGS.

Jr Method All manoeuvers
Prec.(%) Recall(%) F1-Score(%) TTM(s) FTM

0.2

FedProx 89.37 76.60 82.04 3.93 0.8276
Per-FedAvg 89.70 75.45 81.38 4.32 0.8288
FedRep 91.43 73.33 81.03 4.10 0.8209
FedAMP 89.34 90.44 89.66 3.95 0.9050
FedPMR 91.59 92.00 91.67 4.23 0.9316

0.4

FedProx 93.87 81.00 86.38 4.16 0.8764
Per-FedAvg 92.83 72.33 80.93 4.19 0.8217
FedRep 98.66 69.72 80.87 3.78 0.8126
FedAMP 89.84 87.39 88.46 4.35 0.9015
FedPMR 98.08 91.00 94.26 4.34 0.9604

0.8

FedProx 95.79 81.00 87.29 3.87 0.8792
Per-FedAvg 100.0 68.64 80.85 4.19 0.8209
FedRep 92.66 75.27 82.83 4.14 0.8400
FedAMP 90.97 91.00 90.90 4.10 0.9209
FedPMR 99.04 92.00 95.24 4.16 0.9663

1.0

FedProx 95.33 80.43 86.72 4.06 0.8777
Per-FedAvg 91.89 71.33 80.86 4.21 0.8214
FedRep 92.00 79.43 85.10 4.22 0.8646
FedAMP 91.53 87.39 89.23 4.09 0.9038
FedPMR 98.15 92.00 94.77 4.33 0.9654

observed that under all Jr conditions, FedPMR achieved
the best F1-Score and FTM. Moreover, compared with other
methods addressing heterogeneity, FedPMR’s F1-Score is on
average 9.33% higher than other methods, and FTM is on
average 0.0982 higher than other methods. Furthermore, under
the extreme condition of Jr = 0.2, FedPMR also achieves
good F1-Score and FTM. When Jr > 0.2, FedPMR consis-
tently achieves a higher FTM than the current SOTA methods,
demonstrating the advantage of FedPMR in addressing data
heterogeneity.

We also present the test accuracy curves under different Jr
values in Figure 5. It can be observed that as Jr decreases, the
stability of all methods declines to varying degrees, which can
be attributed to the reduction in the number of participating

TABLE III
COMPARISON RESULTS BETWEEN FEDPMR AND FL TRAINING METHODS

ON THE BRAIN4CARS DATASET WITH DIFFERENT LOCAL EPOCH
SETTINGS.

Local
Epoch Method All manoeuvers

Prec.(%) Recall(%) F1-Score(%) TTM(s) FTM

2

FedProx 93.15 82.43 87.13 3.80 0.8760
Per-FedAvg 93.81 71.33 80.79 3.96 0.8156
FedRep 93.86 68.49 78.54 3.92 0.7921
FedAMP 88.01 92.56 90.17 4.09 0.9132
FedPMR 99.04 92.00 95.24 4.00 0.9625

5

FedProx 95.79 81.00 87.29 3.87 0.8792
Per-FedAvg 100.0 68.64 80.85 4.19 0.8209
FedRep 92.66 75.27 82.83 4.14 0.8400
FedAMP 87.27 89.39 88.02 4.19 0.8937
FedPMR 99.04 92.00 95.24 4.11 0.9651

8

FedProx 96.08 78.87 86.19 4.05 0.8721
Per-FedAvg 98.81 69.76 81.55 4.19 0.8280
FedRep 98.91 76.31 85.79 4.02 0.8674
FedAMP 87.27 89.39 88.02 4.33 0.8966
FedPMR 94.87 90.44 92.49 4.27 0.9408

training clients. From the accuracy curve at Jr = 0.2, it is
evident that even with only one driver client participating
in training, FedPMR can still achieve an accuracy of over
90%. Furthermore, from all four figures, it can be observed
that FedPMR demonstrates faster convergence, requiring fewer
global iterations to achieve satisfactory accuracy performance.

Compared with other FL methods, FedPMR achieves supe-
rior performance by integrating PMR and MMD loss. From
the results, it can be observed that the performance of FedProx
outperforms personalized FL methods such as FedRep and
Per-FedAvg. Given the limited size of the Brain4Cars dataset,
personalized FL is prone to falling into local optima, leading to
performance degradation. FedPMR and FedAMP outperform
FedProx in both results and training stability. This superiority
is attributed to the incorporation of both personalization and
regularization. Personalization enables the model to adapt
to local data distributions, thereby enhancing performance.
Finally, compared to FedAMP, FedPMR leverages PMR to
effectively retain both global and local knowledge. In contrast,
FedAMP aggregates personalized models by calculating the
similarity between local models, which may result in a lack
of comprehensive global knowledge.

Influence of different Local Epoch: Additionally, we eval-
uated the impact of different local epochs E on F1-Score,
TTM, and FTM based on Jr = 0.8. The experimental results
are presented in Table III. Compared to E = 5, although the
F1-Score remains consistent between E = 2 and E = 5,
the TTM for E = 2 is lower. This suggests that when the
local epoch is too small, the model lacks sufficient learning,
leading to inadequate early prediction capability. Furthermore,
the F1-Score of FedPMR at E = 8 is lower than that at
E = 5. Increasing the number of local training rounds may
lead the local model to learn local bias, thereby impacting the
performance of the globally aggregated model. Therefore, in
this paper, we set E = 5 as the default.

3) Ablation study of FedPMR: To investigate the contribu-
tion of each component of our method, we conducted ablation
experiments. Specifically, we compared two components of
FedPMR: FedPMR without LMMD, denoted as W/O MMD,
and FedPMR without Premixing, denoted as W/O Premixing,
and conducted experiments based on different values of Jr.
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(a) (b)

(c) (d)

Fig. 6. The testing accuracy of FedPMR compared with W/O Premixing and
W/O MMD on the Brain4Cars dataset in various Jr settings. (a), (b), (c), and
(d) respectively represent Jr=0.2, 0.4, 0.8, and 1.0.

TABLE IV
EXPERIMENTAL RESULTS OF ABLATION STUDIES ON THE BRAIN4CARS

DATASET WITH DIFFERENT JOIN RATIO SETTINGS FOR FEDPMR.

Jr Method All manoeuvers
Prec.(%) Recall(%) F1-Score(%) TTM(s) FTM

0.2
W/O MMD 87.20 84.71 85.63 4.00 0.8654
W/O Premixing 97.32 84.71 89.81 4.26 0.9133
FedPMR 98.15 87.31 92.00 4.14 0.9329

0.4
W/O MMD 96.73 91.00 93.65 4.04 0.9474
W/O Premixing 94.83 89.44 91.98 4.35 0.9374
FedPMR 99.00 91.00 94.73 4.20 0.9619

0.8
W/O MMD 94.83 91.00 92.84 4.02 0.9387
W/O Premixing 98.96 85.31 91.43 4.24 0.9294
FedPMR 99.04 92.00 95.24 4.14 0.9658

1.0
W/O MMD 93.98 92.00 92.87 4.21 0.9434
W/O Premixing 99.04 86.60 92.15 4.18 0.9354
FedPMR 98.08 91.00 94.26 4.17 0.9566

The experimental results are shown in Figure 6 and Table IV.
It is important to note that these are new experiments, so the
results may slightly differ from those in Figure 5 and Table II.

With or Without MMD: We compared the F1-Score and
FTM of FedPMR with W/O MMD. The average F1-Score
of FedPMR is 2.60% higher than that of W/O MMD un-
der different Jr, and the average improvement in FTM is
0.0283. Furthermore, from Figure 6, it can be observed that
FedPMR is more stable than W/O MMD, indicating that
adding the LMMD loss term can align global and local
features to constrain the deviation of local models, thereby
avoiding personalized hybrid models from falling into local
optima, improving the stability of the training process and the
performance of the model.

With or Without Premixing: Similarly, we compared the F1-
Score and FTM of FedPMR with W/O Premixing. The average
F1 of FedPMR is 2.5% higher than that of W/O Premixing,
and the average improvement in FTM is 0.0231. Additionally,
from Figure 6, it can be observed that W/O Premixing exhibits
sudden drops in model performance, while FedPMR demon-

strates better stability. Therefore, we believe that premixing
to some extent constrains the deviation of newly downloaded
global models from local objective function, thereby enabling
mixture models to better adapt to local objective function.

In comparison with other FL methods, although individually
adding the LMMD or performing Premixing can achieve better
F1-Score and FTM, integrating both yields more stable and
superior results. Despite the fact that personalized mixture
representation accelerates the acquisition of local personalized
models, from Equation (6), it can be seen that personalized
mixture representation effectively performs a moving average
on historical local models, implying that in the later stages
of global iterations, personalized representation dominates the
model representation. Therefore, it is necessary to introduce
the LMMD loss term to prevent the model from falling into
local optima. Moreover, directly mixing the newly downloaded
global model with the local model cannot guarantee that the
mixed model adapts well to the local objective function, thus
increasing the instability of the training process.

Fig. 7. The influence of λ on F1-Score, FTM, and TTM.

4) Influence of loss weight λ: We evaluated the impact
of different λ values based on Jr = 0.8. We increased λ
from 0.1 to 0.9, where λ controls the weights of various loss
terms in Equation (8). A larger λ indicates a stronger ability of
the LMMD loss term to prevent local models from deviating
from the global model. The experimental results are shown in
Figure 7. It can be observed from the figure that as λ increases,
FTM shows a decreasing trend. FTM performs the best at
λ = 0.1. To comprehensively consider F1-Score and TTM,
we set λ = 0.1 as the default value.

V. CONCLUSION

In this paper, we investigate the challenges of data het-
erogeneity in driver intention prediction when applying FL.
Additionally, we consider the scenario where driver clients
in the IoV have limited computational resources. To address
these challenges, we propose the FedPMR framework, which
encompasses a computationally efficient and high-performance
MTSCT network capable of integrating driver, driving en-
vironment, and vehicle dynamic information to predict five
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behavioral intentions of drivers. Additionally, to address data
heterogeneity issues, FedDRM introduces personalized mix-
ture representation, conducting a two-phase mixing of global
and local models, thus providing each driver client with
personalized local models adjusted to their local data distribu-
tion. We conducted extensive experiments on the Brain4Cars
dataset, and the results demonstrate that FedPMR outperforms
current SOTA algorithms in terms of F1-Score and TTM, and
even surpasses central methods in the FTM. These experiments
indicate that FedPMR effectively handles data heterogeneity
issues.

Recently, end-to-end approaches have garnered considerable
attention in driver intention prediction. These methodologies
directly utilize driver and driving environment images as inputs
to the network, eliminating the need for handcrafted features.
Consequently, they can leverage the robust feature extraction
capabilities of neural networks, particularly transformer net-
works. Thus, end-to-end driver intention prediction stands as
one of our future research directions. Additionally, when ap-
plying FL to driver intention prediction in practical scenarios,
addressing local mislabeling becomes imperative. Since driver
clients may inadvertently introduce incorrect labels during the
annotation process, it is important to have methods to mitigate
the impact of mislabeled data on the performance of driver
intention prediction networks.
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