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Abstract: Urbanization without planning causes concerns about biodiversity loss, congestion, housing, and ecosystem sustainability in developing countries. Therefore, resilience and regeneration following urbanization are critical to city planning and sustainable development. Integrating multi-criteria decision-making methods (MCDM) with geographic information systems (GIS) can be a promising method for analyzing city resilience and regeneration. This study aims to use two MCDMs, the Analytic Network Process (ANP) and the Best–Worst Method (BWM), to evaluate the resilience of metropolitan neighborhoods in Tehran. Fourteen criteria were selected to represent the city’s resilience, and the weights of two models were evaluated for their spatial patterns using GIS. The results showed that the building age was the most important criterion in both methods, while the per capita green space was the least important criterion. The weights of the most important criterion, the building age, for the ANP and BWM, were 19.56 and 18.98, respectively, while the weights of the least important criterion, the per capita green space, were 2.197 and 1.655, respectively. Therefore, the MCDM with GIS provides an approach for assessing city resilience and regeneration priority.
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1. Introduction

Urbanization refers to a trend of city population growth and urban scale expansion, and it involves a set of social and environmental changes related to the city in question [1,2]. Currently, 55% of the global population resides in urban regions. As the world continues to urbanize, the percentage is projected to reach 60% of the global population
by 2030 [3,4] and 68% by 2050 [5]. However, urbanization often results in many concerns, such as concerns related to housing, health care, transportation, and infrastructure systems for employment and basic services [5–7]. Furthermore, urbanization can change ecosystem services through deforestation, habitat loss, land degradation, and the extraction of freshwater, which can decrease biodiversity and alter species ranges and interactions. Therefore, sustainable urban development relies increasingly on urbanization management, particularly in developing countries [8,9]. Therefore, urban sustainability planning requires integrated management and policies with urban managers, local communities, and residents coordinating for a specific purpose (optimal use of space and time) to provide infrastructure and services [10,11]. Investigating urban structure and function requires a proper understanding of adaptation and resilience to urban growth [12–14]. Thus, understanding risk, and human adaptation and resilience to urban growth has become a research subject [15–20].

The resilience concept has widely been used to assess the risk of urban disasters in scientific and political communities in the context of sustainable urban development [21]. Resilience refers to the level of resistance against external stresses [22]. Urban regeneration is a process of city redevelopment that aims to resolve urban threats or risks [23]. This includes clearing out blighted areas in inner cities to create new infrastructure, increase tax revenue, and create new businesses [24]. Explaining urban resilience and regeneration in the face of threats involves understanding how social, economic, institutional, political, and executive capacities respond to the challenges of creating livable spaces [25–27]. For example, most land uses and services require regeneration to update and upgrade old infrastructure and services in the city center [28] and develop new facilities for social services, education, and healthcare in the city’s outskirts [29]. Sustainability and resilience are now the main analytical and normative concepts that address the multi-faceted problems facing poor city regions and improve living quality [30]. Thus, quantifying resilience is critical for generating holistic strategies and planning for urban-regeneration projects [31].

Geographic information systems (GIS) have become more and more popular in spatial data analysis [32,33] and have been widely applied in various sectors, such as traffic [34], climate [35,36], land use [37,38], freshwater resources [39,40], hazards [41–43], wildlife habitats [44], and service-site selection [45,46]. However, applications of GIS data to assessing spatial resilience are rare due to limited software capabilities and the complexity of resilience assessment [47]. The Resilient Cities Index by Arup evaluates urban resilience through four main dimensions: health and well-being, economy and society, infrastructure and environment, and leadership and strategy [48]. It provides a comprehensive framework to assess cities’ abilities to withstand and recover from various shocks and stresses. The City Resilience Index by the Rockefeller Foundation similarly measures resilience across four dimensions: health and well-being, economy and society, infrastructure and environment, and leadership and strategy, using a set of 52 indicators to provide a holistic view of urban resilience [48]. Multi-criteria decision-making methods (MCDM) explicitly evaluate multiple conflicting decision-making criteria but lack spatial-visualization capacity [49,50]. Therefore, GIS coupled with MCDM can be used to quantify urban resilience [51–53] and urban regeneration, as well as for mapping [54–56]. However, different MCDMs, such as the Analytic Hierarchy Process (AHP), the Analytic Network Process (ANP), and the Best–Worst Method (BWM), have different mechanisms for criteria selection and algorithms. They may perform differently in ranking urban resilience and regeneration due to differences in geographic locations, selection of criteria, and priorities. For example, [57] investigated urban-sustainability criteria in several cities. They found that the ability to obtain the best performance via different MCDM practices depends not only on the selection of different criteria but also on consistent processes of choosing criteria. Additionally, [58] compared metrics of transportation sustainability for 100 cities in the world. They found that sustainable transportation was positively correlated with gross domestic product (GDP) and urban density but negatively
correlated with urban areas. However, [59] compared urban-resilience indicators for nine urban areas in the USA, Latin America, and the Caribbean. They found significant differences among urban areas and their governance roles in geography and policy resilience. Since there are many different MCDM methods, comparing the results using several algorithms is common practice. This enables a more robust ranking of neighborhood resilience and regeneration priority for decision-making. Therefore, considering the rapidly and continuously changing criteria and algorithms, our understanding of the effects of different MSDMs and geographic characteristics on urban resilience and regeneration is still insufficient [60]. Particularly in metropolitan neighborhoods in Tehran, Iran, quantifying resiliencies is an urgent need due to fast urban development, which results in potential uncertainties in decision-making and regeneration plans.

This article, focusing on examining and comparing various MCDM (Multi-Criteria Decision-Making) methods for assessing resilience and their integration with GIS (Geographic Information Systems), aims to determine the extent of similarity or difference between different MCDM approaches concerning urban resilience and regeneration. How does their combination with GIS affect the mapping and prioritization strategies differently? To address the above issues, the objectives of this study are to develop multiple criteria for resilience and alternative methods by which to assess the resilience and regeneration priorities of the metropolitan neighborhoods in Tehran using a multi-criteria decision-making analysis. We will apply ANP and BWM methods and a combined method to quantify resilience rankings of metropolitan areas (1) to rank the neighborhood resilience, criteria, and regeneration; (2) to compare the results of different alternatives to find a suitable model for assessing the resilience; (3) to analyze spatial heterogeneity of resilience between neighborhoods; and (4) to foster a better understanding of urban systems and provide insights for urban management, planning and urban design, emergency resilience management, and regeneration priorities.

2. Methodology

2.1. Data Sources and Study Area

Tehran is the capital of Iran and has a population of 9,400,000, making it the largest city in Iran. It is located in the Middle East (Latitude 35°41’ N and Longitude 51°25’ E) [61,62] (Figure 1). According to the latest population and housing census in 2015, Tehran has a population of 8,737,510 people and 2,924,208 households (no census was conducted in 2020 due to COVID-19) [63]. This city is divided into 22 municipal districts [64] and 375 neighborhoods [65]. Tehran is one of West Asia’s most populous and polluted cities [66]. This city’s industrial growth has resulted in its experiencing only 26 days of clean air annually [67].
Figure 1. Study area: (a) Tehran province and (b) the Tehran metropolitan and its 22 districts.

2.2. Multi-Criteria Decision-Making Models

Two MCDM methods, namely, ANP and BWM, were compared in terms of their abilities to rank the resilience of Tehran. Fourteen criteria were selected, including building age, population density, distance from fault, etc. These criteria are summarized in Table 1. Resilience criteria were obtained by reviewing previous studies. The criteria for resilience and regeneration were the same in this research.

<table>
<thead>
<tr>
<th>Criteria</th>
<th>Explanation</th>
<th>Formula</th>
<th>Effect</th>
<th>References</th>
</tr>
</thead>
<tbody>
<tr>
<td>Building age (C1)</td>
<td>Increasing the age of the structure has a negative effect on resilience. The information on this criterion was received from Tehran Municipality.</td>
<td></td>
<td>−</td>
<td>[68]</td>
</tr>
<tr>
<td>Population density (C2)</td>
<td>With the increase in population, the probability of disaster associated with environmental/human-created hazards increases, and the increase in population density has a negative effect on resilience. Population density is calculated by dividing the population by unit area (hectares or kilometers, etc.).</td>
<td>$Pop_{density} = \frac{Pop_{tot}}{Area_{(ha)}}$</td>
<td>−</td>
<td>[69]</td>
</tr>
<tr>
<td>Criterion</td>
<td>Description</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>-----------</td>
<td>-------------</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Distance from fault (C3)</td>
<td>The distance from a fault is one of the parameters directly related to environmental hazards. It emphasizes the reconstruction of high-risk areas in cases of low security levels in terms of population density, etc. Euclidean distance was used for this measure.</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

\[
dist(p, q) = \sqrt{(x_p - x_q)^2 + (y_p - y_q)^2}
\]  

| Age Composition (C4) | For this criterion, sensitive age groups (young persons less than 14 years old and older persons more than 65 years old) are collected and divided into the total population. Because the population (young and old) are sensitive groups, resilience decreases whenever this ratio increases. |

\[
\text{Age compo} = \frac{y + q}{F_{op}}
\]  

| Gender ratio (C5) | This criterion is obtained by dividing the population of women by that of men, and considering that the women’s society is more vulnerable, a high ratio of this index makes this criterion negative for resilience. |

\[
\text{sex ratio} = \frac{\text{women}}{\text{men}}
\]  

| Space syntax (C6) | This criterion shows how each part of the city is connected (streets, metro, BRT, bus). A high value for this index makes this measure positive for resilience because communication is crucial in times of danger. |

| Distance to a fire station (C7) | As the distance from fire stations increases, resilience decreases. Therefore, increasing this index has a negative effect on resilience. Euclidean distance was used for this measure. |

\[
dist(p, q) = \sqrt{(x_p - x_q)^2 + (y_p - y_q)^2}
\]  

| Building materials (C8) | This criterion shows the percentage of use of resistant materials in each region; the information in this section was obtained from the Iranian Statistics Organization. Increasing the percentage has a positive impact. |

| Building prices (C9) | This criterion was determined based on a field survey, the experience of living in the city, and a price comparison using real-estate price software (Version 2.0). A price increase has a negative effect on resilience (increase in the cost of reconstruction leading to capital lost during natural disasters, etc.). |

| Access to Medical Centers (C10) | The subject of this criterion is similar to that of criterion 7. |

\[
dist(p, q) = \sqrt{(x_p - x_q)^2 + (y_p - y_q)^2}
\]  

| Green space per capita (C11) | This criterion is obtained by dividing the area of green space by the population, and it positively affects resilience; that is, with an increase in the area of green space the resilience of the city increases. |

\[
dist(p, q) = \sqrt{(x_p - x_q)^2 + (y_p - y_q)^2}
\]
increase in green space per capita, resilience increases.

**Household density** (C12)

This criterion is evaluated by dividing the number of residential units by the area (the area of each neighborhood or region). An increase in this index had a negative effect because, it increases the risk of more residential units being involved at the same time, and at the same time, more people’s consent should be obtained to make games.

\[
Hou_{density} = \frac{Hou_{tot}}{Area_{(ha)}}
\]

The density of educational centers (C13)

The density of education centers is directly related to the increase in society’s awareness. Increasing the density of educational spaces has a direct effect on increasing resilience.

\[
\int_{-\infty}^{\infty} \hat{t}(t)dt = \frac{1}{n} \sum_{j=1}^{n} \int_{-\infty}^{\infty} K(x_j, t)dt = 1
\]

Land use (C14)

The type of land use determines the level of resilience. Therefore, it has a positive or negative effect based on the land-use type in each environment.

Models are implemented according to the following steps:
1. Pairwise comparison matrix of ANP methods
2. Pairwise comparison matrix of the BWM
3. Calculation of criterion weight in the ANP and the BWM
4. Validation of questionnaires
5. Analysis of the criteria map
6. Provision of a resilience map using two methods
7. Resilience rating and regeneration prioritization
8. Combination of the results of the two methods and their combination.

2.2.1. Analytical Network Process (ANP)

The ANP is an extension of the AHP [82,83]. Like the AHP, the ANP employs pairwise comparisons to evaluate the weights of the structural elements and eventually rank the alternatives in the decision. When the AHP constructs a decision problem into a hierarchy with a target, decision criteria, and alternatives, the components of the hierarchy do not depend on others. The decision criteria are independent of each other. In contrast, the ANP builds a decision problem as a network and is more general since there is interdependence among the items in many real-world cases. Thus, in the ANP, components can depend on each other.

That is, the priority of the most important criterion should not be more than nine times the priority of the least important criterion [82]. The degree of preference in this 9-point scale is presented in Table 2 [84].

<table>
<thead>
<tr>
<th>Preferences (Oral Assessment)</th>
<th>Numerical Rating</th>
</tr>
</thead>
<tbody>
<tr>
<td>Maximum priority</td>
<td>9</td>
</tr>
<tr>
<td>Very high priority</td>
<td>7</td>
</tr>
<tr>
<td>High Priority</td>
<td>5</td>
</tr>
<tr>
<td>Medium priority</td>
<td>3</td>
</tr>
<tr>
<td>Equal priority</td>
<td>1</td>
</tr>
<tr>
<td>Preferences between these intervals</td>
<td>2, 4, 6, 8</td>
</tr>
</tbody>
</table>
The ANP uses weights to rank the significance of criteria to determine the overall target. The criteria pairs are compared to judge whether their ranks are equally significant, moderately more significant, strongly significant, and the rest.

The ANP is implemented in 4 stages:

Stage 1: Defining the decision-making problem and presenting it in a network model. After the decision-making problem and its influencing factors have been defined, a network model should be formed at this stage. This model includes the relationships among decision-making, groups, and components and internal and external dependencies between them.

Stage 2: Formation of pairwise comparison matrices and extraction of priority vectors. Here, the decision components in every group are compared two-by-two according to their importance to the control criteria (on a 9-point scale, as for the AHP). A score of 1 represents equal significance between the two components, and a score of 9 represents one component as the most significant. After the preferences have been written in the pairwise comparison matrices, the local priority vectors can be obtained for each pairwise comparison matrix through the eigenvector approach. The internal significance vector is expressed as the relative significance of components or groups using Equation (1), as follows:

\[ AW = \lambda_{max} W \]  

where \( \lambda_{max} \) denotes the maximum eigenvalue of the compared matrices.

Stage 3: Forming the supermatrix. All priority vectors are evaluated for every pairwise comparison in one matrix. The union of all priority vectors forms a supermatrix. An unweighted supermatrix is obtained by substituting the vectors of internal priorities, components and matrices in the supermatrix. A weighted supermatrix is obtained by multiplying the values in the unweighted supermatrix by the weight of each group. Finally, this supermatrix is normalized and changed to a random state in terms of columns, as in Equation (2) [81], as follows:

\[
W_{ij} = \begin{bmatrix}
W_{i1}^j & W_{i2}^j & \cdots & W_{in}^j \\
W_{i1}^j & W_{i2}^j & \cdots & W_{in}^j \\
\vdots & \vdots & \ddots & \vdots \\
W_{in}^j & W_{i2}^j & \cdots & W_{in}^j \\
\end{bmatrix}
\]  

where \( W_{ij} \) is a main eigenvector of influenced significance of the component in the \( i \)th component of the network and in the \( j \)th component.

Limit supermatrix: If all the components of the weighted supermatrix reach a power where the resulting convergence causes the other values of all the columns of the matrix to be the same, the limit supermatrix is formed; in the limit supermatrix, each column represents the overall priority vector (Equation (3)).

\[
W = \begin{bmatrix}
C_1 & \cdots & C_N \\
\vdots & \ddots & \vdots \\
C_N & \cdots & C_N \\
\end{bmatrix}
\begin{bmatrix}
e_{11} & \cdots & e_{1n_1} \\
e_{1n_1} & \cdots & e_{N_1} \cdots e_{N_{nN}} \\
e_{N_1} & \cdots & e_{N_{nN}} \\
\end{bmatrix}
\begin{bmatrix}
W_{11} & \cdots & W_{1N} \\
\vdots & \ddots & \vdots \\
W_{N1} & \cdots & W_{NN} \\
\end{bmatrix}
\]  

where \( C_i \) is the \( k \)th element cluster and includes \( n_k \) components as \( e_{k1}, e_{k2}, \ldots, e_{km} \). In a matrix piece, \( W_{ij} \) is the relationship between the \( i \)th component and the \( j \)th component.
Every column of $W_i$ represents the local priority vector by calculating the corresponding paired comparison as the importance of the component. If no relationship exists between components, the corresponding matrix piece is a zero matrix. The resulting matrix is called the limit supermatrix and creates the limit priorities of the direct and indirect effects of each component on others.

Stage 4: Calculating the endmost weight of the criteria: In an ANP model, the endmost weights of the criteria and sub-criteria are obtained through the limit vector supermatrix [85]. If the supermatrix includes the total network, the endmost priorities of the component are settled from the corresponding columns of the limit supermatrix.

Then, the consistency index ($CI$) can be calculated using Formula (4), as follows:

$$CI = \frac{\lambda_{max}}{n-1}$$

(4)

The consistency ratio ($CR$) can be calculated using Equation (5), as follows:

$$CR = \frac{CI}{RI}$$

(5)

where $\lambda_{max}$ is the maximum eigenvalue of the comparison matrix, $n$ the order of matrix $A$, and $RI$ is the average random $CI$ that can be calculated from Table 3. When $CR$ is less than 0.1, the comparison matrix meets the consistency criteria [86]. Comparisons are consistent if the consistency rate is 0.1 or less [87].

Table 3. $RI$ corresponding to the number of criteria.

<table>
<thead>
<tr>
<th>N</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
<th>15</th>
</tr>
</thead>
<tbody>
<tr>
<td>RI</td>
<td>0</td>
<td>0</td>
<td>0.52</td>
<td>0.88</td>
<td>1.1</td>
<td>1.24</td>
<td>1.34</td>
<td>1.4</td>
<td>1.44</td>
<td>1.48</td>
<td>1.51</td>
<td>1.53</td>
<td>1.55</td>
<td>1.57</td>
<td>1.58</td>
</tr>
</tbody>
</table>

To obtain preferences in the ANP, the goal, criteria, and alternatives were defined. Pairwise comparisons were conducted for all elements. An unweighted supermatrix was constructed and then normalized to create a weighted supermatrix. This was raised to a large power to form the limit supermatrix. Global priorities were extracted from this limit matrix to determine the preferences of alternatives. Super Decisions software (V 2.10.0) was used for calculations. Table 4 shows the number of experts participating in the ANP, along with their backgrounds.

Table 4. Information on ANP experts.

<table>
<thead>
<tr>
<th>Expert</th>
<th>Civil Planning</th>
<th>Urban Planning</th>
<th>Architecture</th>
<th>Sociology</th>
<th>Transport Specialists</th>
<th>Crisis Management</th>
<th>Environment</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number</td>
<td>3</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
<td>1</td>
<td>1</td>
</tr>
<tr>
<td>Educational Expert</td>
<td>Master</td>
<td>PhD</td>
<td>Postdoc</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Number</td>
<td>1</td>
<td>4</td>
<td>5</td>
<td>2</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

2.2.2. The Best–Worst Method (BWM)

The BWM is a paired-comparison approach of MCDM that provides a structured comparison [88]. The best and worst criteria are determined according to several indicators designed for decision-making. A paired comparison is performed between every best and worst criterion and other criteria. Thus, the best–worst problem can be expressed as a maximum–minimum issue according to the weight of different criteria, expressed as shown in the following matrix [88]:
where $a_i$ is a vector of alternatives $(a_1, a_2, ..., a_m)$, $C_j$ is a vector of criteria, $C_1, C_2, ..., C_n$ and $p_{ij}$ denotes the score of alternative $i$ regarding criterion $j$.

Each alternative has a score regarding each criterion, $p_{ij}$, and the overall score can be obtained without difficulty. The best alternative can be found with the best overall score ($V_j$). A simple method uses an additive weighted value function to evaluate the overall score for each alternative, as follows:

$$V_j = \sum_{j=1}^{n} w_j p_{ij}$$

Thus, the weight of each criterion, $w_j$, can be determined using the BWM.

The BWM can be implemented according to the below stages:

Stage 1: Determining the set of criteria. Here, the criteria ($C_1, C_2, ..., C_n$) are determined to reach the goal.

Stage 2: The best criterion ($B$) or the worst criterion ($W$) is identified.

Stage 3: Using the 9-point scale, the superiority of the best criterion is determined over others. The resulting Best-to-Others vector is

$$A_B = (a_{B1}, a_{B2}, ..., a_{Bn})$$

At this stage, $a_{Bj}$ shows the superiority of $B$ over criterion $j$. Therefore, $A_{BB} = 1$.

Stage 4: All the criteria are compared with the worst criterion on a 9-point scale to determine the preference. A resulting Others-to-Worst vector is

$$A_w = (a_{1w}, a_{2w}, ..., a_{nw})^T$$

where $a_{iw}$ denotes the priority of criterion $j$ over $w$. Therefore, $A_{ww} = 1$.

Stage 5. The optimum weights are identified (i.e., $w_1^*, w_2^*, ..., w_n^*$). For every pair of $w_j/w_j$ and $w_j/w_w$, $w_j/w_j = a_{w}$ and $w_j/w_w = a_{w}$. The optimum weight of the criteria is a value. For this purpose, each criterion $j$ is required to obtain a solution. In this regard, for every $j$ value, we minimize the maximum absolute differences of $|\frac{a_{w}}{w_j} - a_{Bj}|$ and $|\frac{a_{w}}{w_w} - a_{wj}|$.

Because the weights are non-negative and summable, one can transform the Equation [88,89] as follows:

$$\text{Min} \max \{ |\frac{a_{w}}{w_j} - a_{Bj}|, \frac{a_{w}}{w_w} - a_{wj}| \}$$

such that $\sum_j w_j = 1$, when $w_j \geq 0$ for all $j$

Obtain min $\xi$

such that

$$|\frac{a_{w}}{w_j} - a_{Bj}| \leq \xi, \text{ for all } j$$

(10a)

$$|\frac{a_{w}}{w_w} - a_{wj}| \leq \xi, \text{ for all } j$$

(10b)

$\sum_j w_j = 1$

$w_j \geq 0$, for all $j$

After the equations above have been solved, the optimum values (i.e., $w_1^*, w_2^*, ..., w_n^*$) and $\xi$ are obtained.

The highest possible value of $a_{w}$ is 9 for $(1, ..., a_{w})$. Thus, the consistency is lowest if $a_{Bj} \times a_{wj}$ is less than or greater than $a_{Bw}$. After different values of $a_{Bw}$ have been solved for,
the maximum likelihood, $\xi^*$ (max), is found, and this value is used for the consistency index (Table 5).

**Table 5. Values for calculation of consistency index.**

<table>
<thead>
<tr>
<th>$A_{BW}$</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
</tr>
</thead>
<tbody>
<tr>
<td>Consistency index (max $\xi^*$)</td>
<td>0.00</td>
<td>0.44</td>
<td>1.00</td>
<td>1.63</td>
<td>2.30</td>
<td>3.00</td>
<td>3.73</td>
<td>4.43</td>
<td>5.23</td>
</tr>
</tbody>
</table>

The consistency rate can be obtained using the $\xi^*$ value and the corresponding consistency index values from Table 4 [88], as follows:

$$\text{Consistency rate} = \frac{\xi^*}{\text{consistency index}}$$  

(11)

2.3. Spatial Analysis

The resilience and regeneration road maps are spatially heterogeneous. Therefore, the weights of the criteria were evaluated for 375 neighborhoods in Tehran. The values were obtained from the MCDM methods and were mapped using GIS. Furthermore, the resulting weights from the two MCDM methods were combined with the reclassified layers in GIS using the weighted linear-combination method [90] and were presented to provide a single result from the two methods.

2.4. MCDM Implementation

MCDM was implemented as shown in Figure 2. First, 30 articles were reviewed for urban-resilience indicators and their indicators were ranked according to the repetition times in these articles. It should be mentioned that the criteria of this study were selected based on the available indicators from the general indicators. Second, MCDM methods were selected. Here, two methods, the ANP and the BWM, were implemented. At the same time, GIS layers and databases were created using ArcGIS. Third, criteria weights and GIS layers were combined to create the resulting preference, resilience, and priorities. Finally, output resilience ranking maps were output from the ANP and the BWM, as along with their combination and priority urban-regeneration maps. The ANP and BWM determine the importance of each criterion (weight); then, the weights of the criteria are multiplied in the reclassified layers and all the layers are combined together to determine the regeneration-prioritization map (resilience ranking). The ranking of localities is determined by the combination of weights with layers and then integrating them. With the points that the localities obtain from the combination of MCDM results and spatial layers in GIS, we arrive at the prioritization of regeneration. The higher the resilience, the lower the regeneration priority, and vice versa.
3. Results and Discussion

After performing the steps of each of the ANP and BWM methods using Super Decision (2.10.0) and Lingo software (20.0.1), each method’s results were calculated, showing the priority and importance of each of the criteria as a percentage.

3.1. Pairwise Comparison and Criteria Weights

Although we selected 14 criteria, their relative importance values differ. Their relative importance can be estimated by making pairwise comparisons between them. Table 6 shows a comparison matrix of the criteria for ANP methods. Interestingly, the criteria cluster into five main classes: absolutely more important, very strong importance, strong significance, a little more important, and equal importance. There are also four important sub-categories within the main categories. It can be found that C1 is the most significant criterion, followed by C8. In contrast, C11 is the least important, and before that, C5 is the second-least important.

Table 6. Pairwise comparison matrix of criteria for ANP.

<table>
<thead>
<tr>
<th></th>
<th>C1</th>
<th>C2</th>
<th>C3</th>
<th>C4</th>
<th>C5</th>
<th>C6</th>
<th>C7</th>
<th>C8</th>
<th>C9</th>
<th>C10</th>
<th>C11</th>
<th>C12</th>
<th>C13</th>
<th>C14</th>
</tr>
</thead>
<tbody>
<tr>
<td>C1</td>
<td>1</td>
<td>3</td>
<td>2</td>
<td>7</td>
<td>8</td>
<td>2</td>
<td>3</td>
<td>1</td>
<td>6</td>
<td>4</td>
<td>9</td>
<td>4</td>
<td>5</td>
<td>6</td>
</tr>
<tr>
<td>C2</td>
<td>--</td>
<td>1</td>
<td>--</td>
<td>2</td>
<td>3</td>
<td>0.5</td>
<td>1</td>
<td>0.333</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>C3</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>1</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0.333</td>
<td>2</td>
<td>0.5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>2</td>
</tr>
<tr>
<td>C4</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.333</td>
<td>0.333</td>
<td>0.143</td>
<td>1</td>
<td>0.5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>3</td>
</tr>
<tr>
<td>C5</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.25</td>
<td>0.333</td>
<td>0.125</td>
<td>1</td>
<td>0.5</td>
<td>1</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>C6</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.5</td>
<td>3</td>
<td>2</td>
<td>5</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>C7</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>--</td>
<td>0.333</td>
<td>2</td>
<td>1</td>
<td>3</td>
<td>1</td>
</tr>
</tbody>
</table>

Figure 2. Flowchart of MCDM implementation.
Tables 7 and 8 are the pairwise comparisons matrices in the BWM. Table 7 shows the superiority of the best criterion over other criteria. In Table 7, C1 and C8 are considered the best criteria. Their preference over other criteria is specified. Table 8 shows the superiority of other criteria over the worst criterion. In Table 8, C11 has been identified as the worst criterion. The superiority of other criteria was identified after they were compared with this criterion.

Table 7. The superiority of the best criterion over other criteria.

<table>
<thead>
<tr>
<th>C</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>11</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>5</td>
<td>3</td>
<td>8</td>
<td>8</td>
<td>3</td>
<td>5</td>
<td>1</td>
<td>8</td>
<td>6</td>
<td>9</td>
<td>6</td>
<td>7</td>
<td>8</td>
</tr>
</tbody>
</table>

Table 8. The superiority of other criteria over the worst criterion.

<table>
<thead>
<tr>
<th>C</th>
<th>1</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
<th>9</th>
<th>10</th>
<th>12</th>
<th>13</th>
<th>14</th>
</tr>
</thead>
<tbody>
<tr>
<td>W</td>
<td>9</td>
<td>6</td>
<td>2</td>
<td>3</td>
<td>6</td>
<td>7</td>
<td>9</td>
<td>4</td>
<td>5</td>
<td>5</td>
<td>4</td>
<td>3</td>
<td></td>
</tr>
</tbody>
</table>

Figure 3 illustrates the percentage importance of each criterion in estimating resilience and prioritizing regeneration for two methods. It can be seen from the matrices of pairwise comparisons in the ANP method that the most significant criterion was C1, followed by C8, but in the BWM, C1 and C8 have equal importance. The weights of the top criteria in the ANP (C1) and the BWM (C1 and C8) were 19.56 and 18.981, respectively. On the other hand, in the two methods, C11 was the least important criterion, and its weights were 2.197 and 1.655, respectively. This result is consistent with that in Table 6. However, the weights from the BWM were obviously different from those of the ANP. Only two criteria, C13: 0.009 and C12: 0.107, had differences less than 2.2 between the AHP and ANP methods. The inconsistency rates in the ANP and BWM methods were CR = 0.090137 and CR = 0.084627, respectively.
3.2. Spatial Distribution of the Criteria

Figure 4 shows the map of the different criteria, including building age, population density, age ratio, gender ratio, space syntax, distance from the fire station, distance from the fault, and building materials. It is shown in Figure 4a that the southeast areas have mostly old buildings (plus isolated parts to the north and south). This can be explained because this region is the downtown area. Some semi-stable areas are in the east and west areas. The rest of the city is mostly new. This can be attributed to the fast urban expansion. Figure 4b shows the population-density map of Tehran. In nearly half of the city, the population density is more than 1000 people per hectare. The city center has a higher population density. The population density in the outskirts is also higher (especially in the West) due to the construction of apartments. Two fault regions are located in the north and south of Tehran. Their distance to the fault is less than 1000 m (Figure 4c). The closer we get to the city center, the more stable the city becomes. The age ratio is shown in Figure 4d. Interestingly, the west of Tehran has a high age ratio in the areas where rich people live. The age ratio is higher in the north of Tehran than in the south. This is because there is a large population of rich elderly people in the west and north of the city of Tehran. In the south of the city, there are lower age ratios in areas where mostly poor people live and have little desire to have children, resulting in a younger population (usually, our age range is between 15 and 65).

The gender-ratio map reveals an interesting pattern (Figure 4e). In the outskirts of Tehran, mainly in the west, there are more women than men, and vice versa in the center. This is because more single men who are Afghan citizens live alone or in groups in the center of the city. They require more convenient access to the workplace and transportation. However, in the western and northern outskirts of the city, rich people and middle-aged and elderly women live alone in apartments. The spatial syntax presents a simple and understandable pattern (Figure 4f). The city centers have the highest-quality communication routes, and the outskirts of the city have the lowest quality. Figure 4g shows the map of the distance from the fire stations. There are fire-station gaps in the west and east of Tehran. On the other hand, the city centers and the north have a better distribution of fire stations. Figure 4h shows the construction-materials map. It is clear that there are good construction materials in more than half of the city. Specifically, 70–
90% of the blocks are resistant. Only a few parts of the city center have older materials; in these areas, less than 50% of the building blocks have suitable materials.

Figure 4. Criteria’s map.

Figure 5 shows the criteria maps, including house prices, distance to medical centers, per capita green space, residential density, the density of educational spaces, and land use. The housing-price map was created based on experience, questionnaires, local research from real-estate agencies, and price analyses in housing-search applications (Figure 5a). Northern Tehran is the most expensive area, while the south is the cheapest.
Also, the west is more expensive than the east, and the city center has prices close to those in the west due to its proximity to services. Most of the medical centers are located in the city center, such that those in the city center are within 1000 m of a medical center (Figure 5b). However, the distance to the medical centers increases from the center to the west and is even greater than 4000 m in some areas. Per capita green space is the lowest in the center of Tehran (less than one meter) (Figure 5c). About half of the city has between 1 and 3 m green space per capita. Nearly 85% of Tehran’s metropolis has 0–3 m of green space per capita. However, the per capita green space is very high in the west of Tehran.

The highest area of Tehran is in the north of the city and the west, where there are 300 households per hectare (Figure 5d). This is explained by the prevalence of very high-rise apartments (usually more than ten floors). In the city center, the residential density is lower than in other areas (west, north and south) because there are many other forms of land use/land cover, such as medical, educational, and administrative areas. Figure 5e shows the density of educational spaces. There are very high numbers of educational spaces in the center towards the east and southeast. On the other hand, the western part of Tehran has a low density of educational spaces. Figure 5f shows the land-use pattern. A major part of Tehran is naturally made up of residential land use in the north, south and east. In the periphery (especially in the west), the land use/land cover becomes more diverse.

Figure 5. Criteria’s map.
3.3. Spatial Distribution of Neighborhood Resilience

Figure 6 demonstrates the resilience-rank pattern of the Tehran metropolis. Figure 6a shows the resilience map developed using the ANP method. Some areas of the city’s south, northern margins, and center have low resilience based on the ANP method (Figure 6a). The resilience in most of the city’s southern areas is lower than in the northern ones. It is interesting that there are no very-high-resilience neighborhoods in the west or the north edge. Figure 6b shows the resilience pattern determined using the BWM. The majority of neighborhoods with a low level of resilience (low and very low resilience) are in the south, center, and north edge. The neighborhoods with very high resilience are between the city center and the north.

(a) ANP method  (b) BWM method

Figure 6. Resilience maps of Tehran metropolis.

The integrated map shows that the north and south of the city have very weak resilience. The east of the city has a better resilience than the west of the city. It can be found that only a few neighborhoods in the west are very highly resilient according to the ANP method, but no very-high-resilience neighborhood was found by the BWM method. The areas with high and very high resilience are often located in the center towards the north, but the complete opposite is true from the center towards the south. In the north-south division, the city’s northern half has better resilience than the southern half. Also, the pattern shown in this map is more similar to that of the ANP map.

Table 9 shows the number of neighborhoods in each resilience class according to the corresponding two methods. The greatest number of neighborhoods with a “very low” label is 83 and was found according to the combined method, while the lowest number is 28 and was found according to the ANP. On the other hand, the ANP, with 75 neighborhoods, has the greatest number of neighborhoods in the very-high-resilience category. With 43 neighborhoods, the BWM has the fewest neighborhoods in the very-high-resilience category. The numbers of neighborhoods with low and very low resilience for the ANP, the BWM and the combined method are 117, 157 and 155, respectively. On the other hand, the numbers of neighborhoods with high and very high resilience for the ANP, the BWM, and the combined method are 178, 151, and 146, respectively. This implies that the number of neighborhoods is closer when the course classes are employed.

Table 9. Number of neighborhoods in each resilience class.

<table>
<thead>
<tr>
<th>MCDM Method</th>
<th>Resilience Class</th>
<th>Very Low</th>
<th>Low</th>
<th>Middle</th>
<th>High</th>
<th>Very High</th>
</tr>
</thead>
<tbody>
<tr>
<td>ANP</td>
<td></td>
<td>28</td>
<td>89</td>
<td>77</td>
<td>103</td>
<td>75</td>
</tr>
<tr>
<td>BWM</td>
<td></td>
<td>64</td>
<td>93</td>
<td>74</td>
<td>98</td>
<td>43</td>
</tr>
<tr>
<td>Combined</td>
<td></td>
<td>83</td>
<td>72</td>
<td>71</td>
<td>95</td>
<td>51</td>
</tr>
</tbody>
</table>

Table 10 shows the first 20 neighborhoods whose resilience rating is between 1–20 based on the two methods and their combined method. The most resilient neighborhood
is Iranshahr. The order of neighborhoods in ranks 1 to 5 is the same in all methods, including the combined-results method. Furthermore, it should be noted that the neighborhoods ranked from 6th to 20th show only a small degree of place changes between the methods. This shows the high-resilience quality of these neighborhoods. Therefore, even though the weight and importance of the criteria are different in different methods, these five neighborhoods have maintained their rank order, which, as said, shows their real quality. This means that these areas experience a low degree of impact when any risk event occurs.

**Table 10. Neighborhood resilience ranking.**

<table>
<thead>
<tr>
<th>Rank</th>
<th>ANP</th>
<th>BWM</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Iranshahr</td>
<td>Iranshahr</td>
<td>Iranshahr</td>
</tr>
<tr>
<td>2</td>
<td>Vali Asr</td>
<td>Vali Asr</td>
<td>Vali Asr</td>
</tr>
<tr>
<td>3</td>
<td>University of Tehran</td>
<td>University of Tehran</td>
<td>University of Tehran</td>
</tr>
<tr>
<td>4</td>
<td>Ghaem Magham-Sanai</td>
<td>Ghaem Magham-Sanai</td>
<td>Ghaem Magham-Sanai</td>
</tr>
<tr>
<td>5</td>
<td>IsmailAbad</td>
<td>IsmailAbad</td>
<td>IsmailAbad</td>
</tr>
<tr>
<td>6</td>
<td>Ferdowsi</td>
<td>Parastar</td>
<td>Ferdowsi</td>
</tr>
<tr>
<td>7</td>
<td>Laleh Park</td>
<td>Imamate</td>
<td>Amjadieh-Khaghani</td>
</tr>
<tr>
<td>8</td>
<td>Amjadieh-Khaghani</td>
<td>Ferdowsi</td>
<td>Parastar</td>
</tr>
<tr>
<td>9</td>
<td>Imamate</td>
<td>Amjadieh-Khaghani</td>
<td>Imamate</td>
</tr>
<tr>
<td>10</td>
<td>Parastar</td>
<td>Laleh Park</td>
<td>Laleh Park</td>
</tr>
<tr>
<td>11</td>
<td>Chooftarash</td>
<td>Hakimyeh</td>
<td>Behjat Abad</td>
</tr>
<tr>
<td>12</td>
<td>Behjat Abad</td>
<td>Behjat Abad</td>
<td>Argentina-Saaei</td>
</tr>
<tr>
<td>13</td>
<td>Zanjan</td>
<td>Golshan</td>
<td>Zanjan</td>
</tr>
<tr>
<td>14</td>
<td>Argentina-Saaei</td>
<td>Eastern Tehranpars</td>
<td>Chooftarash</td>
</tr>
<tr>
<td>15</td>
<td>Palestine-Enghlab</td>
<td>Tehran Pars</td>
<td>Eastern Tehranpars</td>
</tr>
<tr>
<td>16</td>
<td>Eastern Tehranpars</td>
<td>Shooora</td>
<td>Tehran Pars</td>
</tr>
<tr>
<td>17</td>
<td>Western Tehranpars</td>
<td>Sorkheh Hesar</td>
<td>Western Tehranpars</td>
</tr>
<tr>
<td>18</td>
<td>Tehran Pars</td>
<td>Western Tehranpars</td>
<td>Palestine-Enghlab</td>
</tr>
<tr>
<td>19</td>
<td>Jahad square</td>
<td>Argentina-Saaei</td>
<td>Shooora</td>
</tr>
<tr>
<td>20</td>
<td>Shooora</td>
<td>Palestine-Enghlab</td>
<td>Golshan</td>
</tr>
</tbody>
</table>

Table 11 shows the 20 neighborhoods with the lowest resilience. These low- and very-low-resilience neighborhoods are actually a high priority for regeneration. Sartakht, Mansoorieh, Mongol, and Jalili have the lowest resilience in all the outputs, respectively ranking 1 to 3. They have the lowest resilience rating of all outputs. This places them as being the highest priority for regeneration. It should be noted that the regeneration-priority neighborhoods ranked 1 to 5 somehow match between methods despite the fact that place order changes between 1 to 5. These results are consistent with the results in Figures 6 and 7.
Figure 7. Resilience maps of Tehran metropolis based on combined methods.

Table 11. Neighborhoods by regeneration priority

<table>
<thead>
<tr>
<th>Rank</th>
<th>ANP</th>
<th>BWM</th>
<th>Combined</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>Sartakht</td>
<td>Sartakht</td>
<td>Sartakht</td>
</tr>
<tr>
<td>2</td>
<td>Mansoorieh and Mongol</td>
<td>Mansoorieh and Mongol</td>
<td>Mansoorieh and Mongol</td>
</tr>
<tr>
<td>3</td>
<td>Jalili</td>
<td>Jalili</td>
<td>Jalili</td>
</tr>
<tr>
<td>4</td>
<td>Eastern Abuzar</td>
<td>Golchin</td>
<td>Eastern Abuzar</td>
</tr>
<tr>
<td>5</td>
<td>Golchin</td>
<td>Mazaheri</td>
<td>Golchin</td>
</tr>
<tr>
<td>6</td>
<td>Southern Armenians</td>
<td>Eastern Abuzar</td>
<td>Mazaheri</td>
</tr>
<tr>
<td>7</td>
<td>Western Khageh Nezami</td>
<td>Buali town</td>
<td>Dejcom</td>
</tr>
<tr>
<td>8</td>
<td>Ahangaran</td>
<td>Ahangaran</td>
<td>mamzadeh Yahya</td>
</tr>
<tr>
<td>9</td>
<td>Mazaheri</td>
<td>Southern Armenians</td>
<td>FiroozAbad</td>
</tr>
<tr>
<td>10</td>
<td>Dejcom</td>
<td>Mokhaberat town</td>
<td></td>
</tr>
<tr>
<td>11</td>
<td>Northern Armenians</td>
<td>Dejcom</td>
<td>Anbar Naft</td>
</tr>
<tr>
<td>12</td>
<td>Sarasyabeh Dollab</td>
<td>North Mina</td>
<td>TaqiyAbad</td>
</tr>
<tr>
<td>13</td>
<td>South Mina</td>
<td>Eastern Parvaz</td>
<td>Saffaeh-Cheshme Ali</td>
</tr>
<tr>
<td>14</td>
<td>Shoosh</td>
<td>Northern Armenians</td>
<td>Alaeen</td>
</tr>
<tr>
<td>15</td>
<td>Faruzesh-Amir Bahadur</td>
<td>Shoosh</td>
<td>Shoosh</td>
</tr>
<tr>
<td>16</td>
<td>North Mina</td>
<td>Faruzesh-Amir Bahadur</td>
<td>Rah-Ahan</td>
</tr>
<tr>
<td>17</td>
<td>Southern Selesabil</td>
<td>TaqiyAbad</td>
<td>Golab Dareh</td>
</tr>
<tr>
<td>18</td>
<td>Buali town</td>
<td>South Mina</td>
<td>Agaahi</td>
</tr>
<tr>
<td>19</td>
<td>Chaharsad Dastgah</td>
<td>Western Khageh Nezami</td>
<td>Moghadam</td>
</tr>
<tr>
<td>20</td>
<td>Agaahi</td>
<td>Abshar</td>
<td>Southern Armenians</td>
</tr>
</tbody>
</table>

Generally, according to the local residential experiences, the north and west of Tehran are luxury areas, while these lowest-resilience areas are poor areas. The results of this study show that these areas are characterized by proximity to the fault and low per capita green space in the north of the city but by poor space syntax, high housing prices, lack of educational centers, and low density of fire stations in the west. All these factors have caused low or very low resilience in the north and west of Tehran. Assessing neighborhood resilience and regeneration priority requires a set of combined factors to
represent neighborhood resiliencies. Therefore, the present models capture the main factors.

3.4. Discussion

MCDM methods have evolved to evaluate urban resilience and regeneration prioritization under environmental changes and risks. However, there are various MCDM methods. Since these methods use different algorithms and their uncertainties, comparing them using several techniques is common practice. In this study, we compared the results of ANP and BWM and their combination. Generally, two MCDMs captured the patterns of the neighborhood resilience and regeneration priorities.

Furthermore, the three outputs ranked the same neighborhood, Sartakht, as the lowest-resilience neighborhood and Iranshahr as the highest-resilience neighborhood. However, there are differences in the number and pattern of neighborhood resilience and regeneration priorities between the three outputs. Also, the results of this study were compared with those of the AHP method [87]. The number of very-low-resilience neighborhoods identified using the ANP is much lower than the numbers identified using the AHP and the BWM. This implies that the west and north of the city have high and higher resilience according to the ANP, which is consistent with the local people’s beliefs because these areas are rich and luxurious to live in. By examining the results of the weights of the different models, it can be concluded that the weights obtained from the AHP and ANP are much closer due to their similar structures. However, the weights obtained from the BWM were much different from those obtained from the AHP and ANP due to their different structures. The difference in weights reached more than five units (in C3) with the BWM compared to the other two methods. Furthermore, there were minimal differences in weights between the AHP and ANP methods. For a small number of criteria (i.e., C5, C6, C7, and C8), the differences between the AHP and ANP methods are greater than 1%. The differences between most criteria are less than 0.1.

The pattern of the ANP map is highly similar to the pattern of the map generated using the AHP method. The main difference is that the number of very-low-resilience neighborhoods identified using the ANP method is less than the number identified using the AHP method. On the other hand, the number of very-high-resilience neighborhoods has increased because a neighborhood in the west is marked as having very high resilience. The resilience pattern generated using BWM is similar to that of the AHP map. Therefore, despite the many MCDMs, the results of one method might be quite different from those of another. This means there are differences in regeneration priority and anticipated costs.

Problems may be due to the interdependence between criteria and alternatives, as well as to the subjectivity of selection of the criteria used to determine resilience ranking. The decision criteria and resilience rank are usually non-quantitative but must be represented mathematically. This could cause inconsistencies between judgment and ranking criteria in different MCDM methods. Furthermore, the overall score is aggregated from all the scores. When the overall score is applied to rank-order calculation and eventual preference, the prescriptions of MCDM need to represent actual or real decision-making processes based in human psychology and behavior [91]. However, it is still difficult to mathematize real human decision-making processes and to provide a clear methodology for weighting coefficients. Thus, an MCDM may create uncertainties when representing the real preferences associated with human decision-making or when aggregating these preferences as per the expectations. A reliable description of human decision-making in MCDA could improve the inconsistency between simulated and observed resilience. Therefore, future research needs to explore whether the representations of the MCDM method, such as criteria selection, preference, and resilience ranking, represent reality as well as possible. Further analysis needs to verify the results and to benchmark issues of resilience ranking in assessing the capabilities of any MCDM.
Despite some differences between the two methods, they yield similar trends and patterns. Resilience maps are useful for urban management and policy. For some low-resilience neighborhoods, urban decision-makers should provide more measures to protect against risk or fault, such as fire and flooding. On the other hand, in urban-regeneration plans, decision-makers can use resilience maps to prioritize the regeneration of poor-resilience neighborhoods.

4. Conclusions

The rapid growth of cities without planning results in difficulties in urban resilience and prioritizing urban regeneration for urban management and planning, especially in developing countries. This study has applied two MCDMs, including the ANP and the BWM (and a comparative study with the AHP) and a combination of the two (the ANP and the BWM), to evaluate the resilience of metropolitan neighborhoods in Tehran. Fourteen criteria were selected to represent the city’s resilience, including building age, population density, distance from fault, etc. Two MCDMs were compared to find the best method for classifying urban resilience and prioritizing neighborhood regeneration. The results showed that the building age was the most crucial criterion the AHP and the ANP, while the building age and building materials were the most crucial criteria in the BWM. The weights of the most important criterion, building age (C1), were 19.53, 19.56 and 18.98, respectively, according to the AHP, ANP and BWM. In contrast, the weights of the least important criterion, per capita green space (C11), were 2.214, 2.197 and 1.655, respectively. Furthermore, the results indicated that the northern half of Tehran is more resilient than the southern part of the metropolis. Also, resilience in the east of the city was higher than in the west. Furthermore, it should be mentioned that when several methods are available to investigate a subject, the use of a model must be verified. If this is not done, the simultaneous use of multiple models can help to resolve inherent uncertainties, and their combination can improve results. This enables more robust decision-making by applying resilience ranks and regeneration priorities. Quantifying resilience rank and regeneration priority can help the relevant institutions for the planning and management of urban systems for sustainable development. It should be noted at the end that any model has a limited capacity to estimate the needs of the scientific community and solve the general problems of society. Therefore, it is suggested that this kind of research be expanded. In future studies, different criteria should be analyzed in different case studies. The criteria should include flood analysis, heat islands, etc. The approach of increasing the use of satellite images in this type of research will also improve the results.
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